
Debate Chatbots to Facilitate Critical Thinking on YouTube:
Social Identity and Conversational Style Make A Difference

Thitaree Tanprasert
tt1996@cs.ubc.ca

University of British Columbia
Vancouver, British Columbia, Canada

Sidney Fels
ssfels@ece.ubc.ca

University of British Columbia
Vancouver, British Columbia, Canada

Luanne Sinnamon
luanne.sinnamon@ubc.ca

University of British Columbia
Vancouver, British Columbia, Canada

Dongwook Yoon
yoon@cs.ubc.ca

University of British Columbia
Vancouver, British Columbia, Canada

ABSTRACT
Exposure to diverse perspectives is helpful for bursting the filter
bubble in online public video platforms. The recent advancement of
Large Language Models (LLMs) illuminates the potential of creating
a debate chatbot that prompts users to critically examine their
stances on a topic formed by watching videos. However, whether
the viewer is influenced by the chatbot may depend on its persona.
In this paper, we investigated the effect of two relevant persona
attributes - social identity and rhetorical styles - on critical thinking.
In a mixed-methods study (n=36), we found that chatbots with
outgroup (vs. ingroup) identity (t(33)=-2.33, p=0.03) and persuasive
(vs. eristic) rhetoric (t(44)=1.98, p=0.05) induced critical thinking
most effectively, making participants re-examine their arguments.
However, participants’ stances remain largely unaffected, likely due
to the chatbot’s lack of contextual knowledge and human touch.
Our paper provides empirical groundwork for designing chatbot
persona for remedying filter bubbles in online communities.
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1 INTRODUCTION
The phenomenon of ’filter bubbles’ is an ongoing concern on social
media platforms [81, 82], especially on online video platforms such
as YouTube, which has more than 2.7 billion monthly active users
and 3.5 billion daily searches as of 2023 [1]. While text-based plat-
forms facilitate brief exchanges that quickly switch across multiple
topics, YouTube’s longer-format videos allow for a more in-depth
presentation of ideas, making it a popular learning resource on con-
tent about culture, belief systems, politics, and societal issues [54].
However, as "prepackaging of intellectual positions and views is so
ingenious that thinking seems unnecessary," [70] the video’s audio-
visual nature, combined with the influential status of YouTubers,
can lead to more immersive and, hence, more passive consumption
of content. This is particularly concerning as the platform’s rec-
ommendation algorithms can limit exposure to diverse viewpoints,
potentially prompting the bandwagon or false consensus effect that
reinforces existing societal biases and stereotypes [19, 88]. More-
over, YouTube’s susceptibility to misinformation, including fake
news and unverified content [48], is amplified by the fact that video
media literacy education is still not prevalent compared to that
of text-based media [26]. This gap contributes to reinforcing filter
bubbles and undermines YouTube’s capacity for fostering cultural
competence [9, 13, 97].

Given these challenges, critical thinking skills become especially
necessary on video platforms like YouTube. Critical thinking in-
volves the objective analysis and evaluation of information to make
a judgment. It not only helps viewers navigate through algorithmic
biases and passive content consumption but also enables them to
discern misinformation [69]. Engaging in debates with individu-
als holding differing perspectives is a proven method to enhance
critical thinking [106], especially when it comes to understanding
diverse cultures [31]. But implementing this on YouTube is chal-
lenging. Viewers may struggle to find a trustworthy and respectful
discussion partner with opposing views and may feel apprehensive
of offending the partners when discussing sensitive or controver-
sial topics, such as political movements and trendy social issues
[7, 45, 67]. Therefore, there’s a growing need for a safe space or a
reliable entity on the platform where viewers can engage with di-
verse opinions and participate in constructive debates, broadening
their perspectives and challenging prevailing biases.

LLM-based chatbots recently emerged as a viable solution to im-
plement such debates. AI chatbots can provide proactive, adaptive,
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and readily available agentic intervention [74]. With the recent
development of large-language models (LLMs), chatbots have the
capacity to understand video content [22], mimic personas [92], and
engage in complex and coherent conversations [52]. Most impor-
tantly, they have been shown to have the ability to craft persuasive
messages and support their stance with strong arguments [51].
Therefore, we proposed a chatbot interface that pops up after a
user finishes watching a video that is suggested to them by the rec-
ommendation algorithm and reaffirms their opinions. The chatbot
takes an opposing stance to the user and the video and invites the
user to debate on the topic. With logically coherent, persuasive, and
engaging conversation, the chatbot should induce "in-the-moment"
critical thinking in the user and help the user develop media literacy
skills over time.

To make the chatbot effective in prompting critical thinking, the
design of chatbot personas is essential. By giving chatbot specific
personas, the user has more concrete expectations about the chat-
bot’s level of intelligence and actions, making their interactions
more engaging [30, 59]. As the chatbot’s goal is to challenge the
influence of YouTubers, it needs to be just as engaging and have a
similar influence on users. Existing literature shows that there are
many persona attributes that make human’s arguments credible
and influential [56, 110, 113]. In this paper, we investigated two of
these attributes: social identities (ingroup vs. outgroup) and rhetor-
ical styles (persuasive vs. eristic). We chose social identity, as it
is shown to significantly impact the perceived trustworthiness of
the person behind an opinion [98]. We chose rhetorical styles to
set the goals of the argumentative discourse in a way that is most
conducive to critical thinking [4]. Specifically, our study aims to
answer three research questions:

• RQ1. How do two key attributes of chatbot persona (i.e.,
social identity and rhetorical style) influence critical thinking
in video viewers?

• RQ2. To what extent does interacting with a chatbot affect
a viewer’s stance on a topic formed after watching a video?

• RQ3. How does the debate chatbot affect the viewer’s en-
gagement with and motivation to do the activity (i.e., watch-
ing the video and discussing it with the chatbot)?

To answer these research questions, We ran a mixed-method
experiment with 36 participants from North America, where the
participants watched video essays that conformed to their opinions
and then debated with chatbots of various personas that took an
opposing stance. We found that both persona attributes affect the
participant’s level of critical thinking. Notably, the combination
of outgroup identity and persuasive rhetoric was perceived to be
more conducive to interpretation, analysis, and self-regulation. We
also found that, although the chatbots prompt participants to re-
examine their arguments, the interactions have negligible effects
on the participant’s stance after it is reinforced by watching the
video essays.

The paper contributes empirical findings on the ability and limi-
tations of LLM-based chatbots to act as debate partners and induce
critical thinking in filter bubble situations. Specifically, our study
(1) highlights the importance of chatbot persona design, specifi-
cally its social identity and rhetorical style, on increasing the user’s
critical thinking and engagement; and (2) identifies the chatbot’s

behaviors which contribute to its ineffectiveness in persuading the
user to compromise their stance. The paper also provides design
implications for designing LLM-based applications for addressing
the filter bubble problems.

2 RELATEDWORK
2.1 The importance of social identity on online

video platforms
In this section, we characterize the influence of video creators on
online public video platforms and the factors that affect the level of
their influence in various contexts. We also highlight the effect of
social identity on influencers’ persuasiveness and trustworthiness,
which we attempt to replicate in the chatbot.

2.1.1 Factors affecting the influence of microcelebrities on online
video platforms. On online public platforms, creators such as "YouTu-
bers" can amass a significant fanbase and, through their content
and social media interactions, shape the perceptions and opinions
of their followers. This makes online videos a powerful tool for
activism [24, 54], cross-cultural communication [13, 83], and trans-
formative education [28, 101]. However, there is also a concern that
the microcelebrity status of the video creators and the personalized
recommendation algorithms may lead to the filter bubble problem,
where the viewers are constantly exposed to perspectives they en-
joyed and are completely disconnected from opposing viewpoints
[16, 17, 60]. It is observed that some members of Gen Z audiences
might prioritize information sensibility over information literacy
(i.e., the ability to interact with information). This suggests that,
in certain cases, the evaluation of information credibility can lean
more towards aspects such as social belonging, aesthetics, and con-
venience, rather than thorough and rational deliberation [44, 107].

There are many areas where YouTubers can influence their audi-
ences andmany factors which can affect the extent of their influence.
Previous research found that YouTubers are considered credible in
reviewing and endorsing products and that their fans perceive the
product in the same frame as presented in their videos [79]. The
level of their information credibility depends on their perceived
expertise, trustworthiness, and homophily (alignment of prefer-
ences) [110]. As for videos that discuss political and societal topics,
viewers appreciate YouTubers over traditional media for their en-
tertainment and their "relatability, authenticity, and accountability"
[62]. Viewers’ evaluation of YouTubers’ credibility is positively
correlated with the perceived authenticity of their opinions and
viewing frequency [113]. Beyond information credibility, YouTu-
bers can gain commitment from and influence their viewers with
the frequency of interactions, as well as congruent communication
styles and interests [56].

2.1.2 Social identity, persuasiveness, and trustworthiness. Social
identity is the self-categorization according to group membership
into "us" and "them", or more formally, ingroup and outgroup [47,
96]. Group membership may be essential, i.e., an innate part of
oneself, such as ethnicity, gender, or age. It can also be temporary or
context-specific, such as occupation, political affiliation, or fandom
of a celebrity [10]. Social identity theory posits that social identity
affects one’s social behaviors, and different categorization factors
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can affect one’s behaviors in different contexts, ways, and levels
[65, 89].

In persuasion activities, agreement with ingroup individuals
can assert the referent informational influence, that is a sense of
self-validation and a perception of the viewing as external real-
ity and objective truth [102]. Therefore, ingroup individuals often
have higher credibility and trustworthiness than outgroup [109].
However, some previous research has found the opposite, which
suggests that the effect of social identity on persuasiveness may
depend on the specific factors that define group membership and
the other variables at play, such as the power or majority status of
the persuader [15].

Our paper aims to address the filter bubble problem through the
deployment of LLM-based chatbots, as well as explore how chatbots’
persona attributes, specifically social identity, affect their influence
and ability to induce critical thinking in video viewers, and how
they are similar or different from the effect of social identities of
real YouTubers reported in the existing literature.

2.2 Fostering critical thinking in online
communities

In this section, we define the notion of critical thinking as used in
this paper, review its importance in the context of online media
consumption, and highlight the role that rhetorical styles play in
dialogic pedagogy, an approach for increasing critical thinking that
we applied to the chatbot.

2.2.1 Critical thinking on online video platforms. There is no single
unanimously accepted definition of critical thinking. In our research,
we restrict our focus to the core concept of critical thinking, which
is "careful, goal-directed thinking" [46], where the goal is to adopt
a stance on a debate topic. In this research, we considered six types
of critical thinking according to Facione’s taxonomy [34], as the
taxonomy is applicable to our context and has a readily available,
standardized assessment tool: the Critical Thinking Self-Assessment
Scale (CTSAS) [78]. Here are the definitions for each type of critical
thinking as we applied it to our work:

(1) Interpretation: the ability to comprehend the context of the
problem (e.g., situations, rules, procedures) and the provided
data (e.g., judgments, arguments, beliefs).

(2) Analysis: the ability to identify the relationship between
different arguments and the implicit assumptions in the rea-
soning

(3) Evaluation: the ability to assess the credibility and the logical
strength or relevance of an argument

(4) Inference: the ability to consider the consequence of an ar-
gument and draw a conclusion based on evidence

(5) Explanation: the ability to articulate and justify one’s opin-
ions and arguments based on reasons and awareness of pos-
sible counterarguments

(6) Self-regulation: a conscious monitoring of one’s thought
process, including reflection on one’s own values and the
quality of one’s judgment

In the context of online media consumption, critical thinking
skills are closely linked to digital literacy and media literacy. Digital

literacy, a narrower facet of information literacy, stresses the com-
petency to use digital tools and discern credible sources [8]. Media
literacy, on the other hand, focuses on analyzing media content,
equipping users to detect biases and underlying messages [57]. On
online video platforms, both skills should combine to empower
viewers to critically assess not only the media content but also how
the sources, the platform’s algorithm, and the online community
surrounding the content affect their perceptions and interactions
with it [13, 43, 50].

2.2.2 The importance of rhetorical styles in dialogic pedagogy. Al-
though there are many pedagogies for improving critical thinking
associated skills, we adopted and implemented dialogic pedagogy,
where students construct knowledge "through the questioning,
interrogation and negotiation of ideas and opinions in an intellectu-
ally rigorous, yet mutually respectful, manner" [100]. As dialogues
naturally expose one to new evidence or a different perspective,
they can effectively induce critical thinking in any context and
subject matter [84].

There are many variables that can affect the efficacy of dialogues
on critical thinking, including the rhetorical style, argument com-
ponents and structure, and contexts [18, 105]. Six common types of
rhetorical styles or dialogues are: persuasion, inquiry, discovery, ne-
gotiation, information-seeking, deliberation, and eristic [104]. Each
type deals with different initial situations and achieves different
goals [106].

In this paper, we drew on existing literature to design the rhetor-
ical styles of the chatbot. Specifically, we explore two relevant
rhetorical styles: persuasive dialogue and eristic dialogue. We aim
to extend the existing body of literature to LLMs by investigating
the abilities, limitations, and different ways in which LLM-based
chatbots utilize various rhetorical styles to induce critical thinking
and influence the stance of online video audiences.

2.3 HCI for supporting critical thinking
In this section, we review existing research in HCI related to improv-
ing and supporting critical thinking. The first subsection reviews
systems with conversational agents, which is the type of system
proposed in this paper. The second subsection reviews other types
of systems, focusing on those that target social media contexts,
which is the context of this study. To our knowledge, no prior con-
versational agent-based systems for improving critical thinking in
social media contexts have been proposed.

2.3.1 Conversational agents for improving critical thinking. Conver-
sation agents have notably been adopted in various interfaces for
fostering critical thinking. There is also a body of work proposing
frameworks for training opinions and modeling critical thinking
for such applications of conversational agents, which highlights the
complexity of the data and the necessity for context-specific appli-
cation designs [21, 29, 41]. In educational contexts, conversational
agents have been used to provide adaptive feedback [36] and induce
self-reflection [76] on the user’s performance. In online communi-
ties, such agents have been used to facilitate crowd discussion [49],
countering extremists [12], and question information credibility
of news content [111]. The advancement of LLMs broadens the
possible designs for encouraging critical thinking and diversity in
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opinions [52], as such systems can provide adaptable and complex
reasoning [71] as well as assume multiple personas and opinions
[63].

2.3.2 Systems for improving critical thinking in social media. There
has been substantial work on designing systems for supporting
critical thinking and promoting diverse opinions in social media.
Some work, such as Balancer [77] and Opinion Space [35], focus on
visualization of the opinion space, clearly displaying the relative
position of the user’s own opinions or social media history to make
users aware of their filter bubble. Other systems recommend or
expose the user to different perspectives [39, 80], which can lead
to more critical discourse, inducing respect for diverse opinions
and mitigating the opinion polarization problem. StarryThoughts
addresses this problem by incorporating the identity information
of the speakers behind the opinions [55]. They found that the so-
cial identity of the speakers, relative to the users, can positively
influence the reception of diverse opinions.

Our paper adds to this body of literature by designing a system
that utilizes an LLM-based chatbot to induce the user’s critical
thinking in online public video social media platforms. We expect
our findings to help demonstrate the ability of LLM-based chatbots
and provide more insights about the effects of chatbot persona
design in this context and application.

3 METHOD
To answer the research questions, we ran a mixed method study,
consisting of a 2 × 2 mixed factorial experiment and a qualitative
follow-up. The goal of the experiment is to evaluate two attributes
of chatbot personas: social identities (within-subject; ingroup vs.
outgroup) and rhetorical styles (between-subject; eristic vs. per-
suasive). The two video topics for this study were controlled, and
the pairing social identity × video is also between-subjects, i.e.,
participants watch one video on one topic with the ingroup chatbot
and a second video on another topic with the outgroup chatbot.
The pairing of social identity and video topic, as well as the order of
presenting the social identity, are counterbalanced. The dependent
variables consist of the participants’ stance on the topic, their criti-
cal thinking level, their engagement and motivation for the activity,
and their perception of the chatbot.

3.1 Condition
In answering RQ1, we investigated two attributes of chatbots’ per-
sonas: social identity and rhetorical style.We selected social identity
(ingroup vs. outgroup) as an attribute because the problem of view-
ers passively accepting YouTubers’ opinions is significantly related
to the sense of belonging that surrounds influential YouTubers.

We hypothesized that, by giving the chatbot an identity that is
easy to recognize as "belonging to the same group" as the viewer,
we can increase its influence on the viewer’s stance and thought
process. We represented ingroup (or outgroup) identities with re-
spect to the participants by aligning (or misaligning) the chatbot’s
ethnicity and gender to the participants. We chose ethnicity as it is
one of the most effective factors in making people feel ingroup or
outgroup with each other [58, 89]. However, the effect of ethnicity
varies by nationality [53], so we fixed the chatbot’s nationality to
be American to match all participants. We chose gender because

previous research shows that it is the most important factor for
determining the trustworthiness of a stranger [61]. We considered
other factors that may contribute to the feeling of ingroup-ness,
including age [65], occupation [103], socioeconomic status [112],
religion [87], and political beliefs [10]. However, the effect of these
factors as reported in previous research are specific to problems
unrelated to the context of this study. We embedded the social iden-
tity into each chatbot’s name, profile picture, and short bio, which
contains the chatbot’s nationality and pronouns.

We selected two rhetorical styles, persuasive and eristic, as the
other attribute of the chatbot’s persona because they are applicable
to the context of our study. With the persuasive rhetorical style,
the chatbot tries to make the viewer adopt their view by sharing
the advantage of their stance while remaining understanding of the
viewer’s viewpoint. In contrast, with the eristic style, the chatbot
attacks the user relentlessly and exposes as many differences in
their opinions, assumptions, and values, as possible [104].

3.2 Experimental materials
The debate topic, i.e., the content of the video essays, is a crucial
variable in our experiment. We brainstormed for video topics that
meet three criteria: (1) simple enough to make a sufficient argument
in less than 4 minutes; (2) does not have a consensus stance; and (3)
participants are unlikely to have extreme preconceived opinions
on the topic. In the end, we chose two topics: "Online gatherings
are better than in-person" and "Customers should tip." We asked
the participants to pick a stance on each topic at the beginning
of the study (See Figure 1 and Section 3.3 for details of this step)
and verified that both of the selected topics followed the second
and third criteria. (See distribution of the participants’ pre-study
stances in Figure 7, Appendix F.2.)

To create the videos, the lead researcher wrote the scripts for
two video essays on each topic, one in favor and one in opposition,
in order to mimic the recommendation algorithm and reaffirm the
participant’s original stances. Then, the scripts were reviewed by 4
researchers to make sure they followed four criteria: (1) the tone
and word choice should be stylistically similar to those of popular
video essays on YouTube; (2) the tone and word choice should
feel natural to the speech style of the researcher who will act as a
YouTuber in the video; (3) the arguments and evidence to support
the stance of the video should be logically valid and coherent; and
(4) the structure of the writing and the number and the strengths
of the arguments should be consistent across all four scripts. The
script was finalized after three rounds of iteration.

For the video production, one of the researchers acted as a YouTu-
ber, narrating the scripts and editing all four videos, in order to
control the YouTuber’s identity, filming environment, delivery style,
and editing quality. The research team reviewed all videos to make
sure that the narrator’s delivery, video’s audiovisual quality, and
editing style were also stylistically similar to those of popular video
essays.

3.3 Experimental setup and procedure
The procedure of the study is shown in Figure 1. For each social
identity (ingroup vs. outgroup), the participants perform two tasks
designed to influence their stance on a topic. At the beginning of
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Watch a 
video

Use the 
chatbotTask:
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Pick a 
stance

Revise 
stance

Write a 
comment

Revise 
comment

Revise 
stance

Evaluate the 
chatbot and 
self-report 

engagement & 
motivation

Repeat for the second social identity 
(within-subject variable)

Self-report 
critical 

thinking

(for both social identities)

Same rhetorical style (between-subject 
variable) for both rounds: 

persuasive or eristic

Figure 1: Diagram of the experiment procedure. The sharp-angled boxes show the tasks, and the round-angled boxes show the
data collection steps. After the participants finish evaluating the chatbot and self-report engagement and motivation for the
first social identity, they repeat the process for the second social identity. After chatbot evaluation for the second identity, the
participants self-report their critical thinking for both the first and second social identities. Note that, for both rounds, the
chatbot uses the same rhetorical style (between-subject variable).

each round, the participant is presented with a statement that is the
debate topic, for which they have to choose their stances (6 choices,
ranging from Strongly Disagree to Strongly Agree without a neutral
option). In the first task, depending on their stance, regardless
of how strong the stance is, the system shows them a 4-minute
video that reaffirms their stance on the topic, in order to reproduce
the algorithmic reinforcement and filter bubble phenomenon. The
second task is talking to a debate chatbot that opposes their stance
for at least 7 rounds of dialogue (7 messages from the participant; 7
messages from the chatbot). This task is intended to induce critical
thinking in participants, combat the effect of the video, and "break"
the filter bubble. We ask the participants to choose their stances
two more times - after watching the video and after talking to the
chatbot - to see howmuch each task affects their stance on the topic.
We also ask them to write a short comment about the video or the
debate topic after each task to evaluate the depth of the arguments
behind their stances. Finally, participants were asked to report their
engagement with the activity and their perceptions of the chatbot.

After the participants complete both rounds of study, they fill
out another questionnaire to self-report their critical thinking and
provide qualitative comments on how each chatbot affectedtheir
thought process and their stance on the topic and suggest what
contexts they thought such a chatbot would be suitable for. To make
sure that the participants remember their experience in each round
while filling out this questionnaire, we present the participants
with the conversation log between themselves and the chatbot
along with their stances (from before the video, after the video, and
after the chatbot) and their comments on the video (both before
and after the chatbot). We decided to administer this questionnaire
at the end instead of immediately after each round so as not to
prime participants to be hyper-aware of different components of
critical thinking at the end of the first round, as that, in itself, may
induce critical thinking, interfering with the effect of the chatbot
in the second round. Following a similar rationale, we designed

the questionnaire to measure the chatbot-induced critical thinking
instead of measuring the pre-study and post-study critical thinking
separately. This is because we would like to study the effect of
the chatbot in filter bubbles, and measuring their critical thinking
beforehand might increase their critical thinking, intervene with
our setup, and break the filter bubble, even before we provide them
with the video that reaffirms their initial beliefs.

3.4 Implementation of the experimental system
The experimental interface is shown in Figure 2. We considered two
design models: the comment section and a separate chat. We chose
the latter because the comment section of a video is traditionally for
social interaction between humans, while AI conversational agents
are typically found in a separate, dedicated chat space. Following
this model, the layout of our interface has the video on the left
side of the screen and a chat window for the audience on the right
side. We designed the layout based on applications for watching
videos along with friends, such as Teleparty 1 (for Netflix) and
Watch2Gether 2 (for YouTube) to stimulate a scenario in which the
user and another YouTuber (the chatbot) are watching the video
together.

We implemented the experimental system (Figure 2) with HTML
and JavaScript. The chatbot is implemented with the out-of-the-box
GPT4 model from OpenAI. We prompted the chatbot by giving
it the role of a famous YouTuber and describing the user as a fan
of another YouTuber with an opposite stance from the chatbot.
We gave the chatbot the debate topic and the user’s stance, then
provided detailed prompts to indicate what rhetorical styles they
would employ and what goal the conversation should achieve. (See
full prompts in Appendix D.) We also provided the chatbot with
the script of the video they would have to argue against (Appendix
E).
1https://www.teleparty.com/
2https://w2g.tv/en/
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(a) A screenshot of the prototype (b) An example chat conversation

Figure 2: A screenshot of the chatbot prototype. (a) The participant watches a video essay on a topic, leaves a comment below
the video, then talks with the chatbot in the window on the right. The chatbot’s information, including profile picture, name,
nationality, and pronoun is presented in the grey bio box at the top of the chat window. (b) An example of chat conversations
between the user (right) and the chatbot (left).

The chatbot’s profile picture is generated with a text-to-image
diffusion model. In our prompts, we described the components
and structure of the image to be a YouTuber’s profile picture and
specified the YouTuber’s ethnicity and gender. (See full prompts in
Appendix D.) Then, for each combination of ethnicity and gender,
we reviewed the system outputs and picked the photos that looked
most realistic and natural. Using a text-to-image diffusion model is
suitable for three reasons: (1) it allows for a level of customization
and specificity, ensuring each image aligns precisely with our de-
sired parameters; (2) it circumvents potential privacy concerns or
permissions that might arise when sourcing real human images; and
(3) it ensures the images are free from external biases or unintended
contexts, crucial in controlling the consistency across different chat-
bot personas. In this study, we chose Midjourney over other models
due to its ability to generate face shots more realistically and with
more natural photo compositions [5]. We discuss the limitations
and ethical concerns of AI-generated pictures in Section 5.3.

3.5 Evaluation instrument and measures
There are three self-reported, quantitative measurements in this
study: critical thinking, engagement andmotivation, and perception
of the chatbot.

The questionnaire for self-reported critical thinking is adapted
from a subset of question items from the Critical Thinking Self-
assessment Scale (CTSAS) short-form questionnaire [85]. We in-
cluded two items for each of the six types of critical thinking. The
items are selected based on their relevance to our study’s context
and the items’ loadings. We adapted the questions by adding the
word "chatbot" to specify that we want them to consider the critical
thinking that happens during their conversation with the chatbot

instead of general critical thinking skills. We also changed the word
"problem" to "debate topic" to clarify the context of critical thinking.

The questionnaire for engagement and motivation is derived
from two existing questionnaires: the questionnaire for measuring
situational engagement in video-based learning from Tanprasert et
al’s paper [99] and the Situational Motivation Scale (SIMS) ques-
tionnaire [40]. The items are selected based on their relevance to
our study’s context. We changed the activity in the engagement
questions to chatting with the chatbot to specify the activity we
wanted the participants to consider.

Finally, the perception of chatbot questionnaire is adapted from
the embodied conversation agents evaluation framework [20] and
the measurement instruments of the five key concepts of human-
robot interactions [6]. In this study, we are only interested in ques-
tions that address five constructs: likability, anthropomorphism, per-
ceived intelligence, perceived safety, and helpfulness. The questions
that were repeated across the two questionnaires (e.g., "friendly",
"intelligent") were removed. Between similar questions (e.g., "an-
noying" vs. "unpleasant"), we picked the statement that sounds
more suitable to the context of the study.

3.6 Participants
We recruited and ran the study with 36 participants via Prolific.
Prolific 3, with a diverse pool of over 120,000 registered participants
worldwide, is a recognized platform for participant recruitment
in contemporary human-computer interaction and behavioral re-
search studies [27, 64, 99]. The participants were fluent in English
and were recruited from the USA to match the chatbot persona’s
nationality, which is a controlled variable. The average age of par-
ticipants is 35.3 (S.D.= 11.86). In terms of ethnicity, the distribution

3https://www.prolific.co
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was as follows: 18 identified as European/White, 6 as biracial, 5 as
Asian, 3 as Black, 2 as Hispanic, 2 as Indigenous, and 2 preferred not
to specify. As for gender, 15 participants identified as women, 20 as
men, and 1 as a nonbinary transgender man. On their familiarity
and usage of YouTube platforms, 21 out of 36 participants watch
10-20 hours of YouTube videos each week, although half of the
participants never watch any video. As for their familiarity with
chatbot technology, 29 out of 36 participants reported that they
have used ChatGPT before, and 29 (not the same 29) feel comfort-
able using chatbots in general. Each participant was compensated
USD12.

3.7 Data analysis
For each measurement, we aggregated and averaged the responses
to the corresponding Likert-scale questions. The range of all mea-
surements is 1 to 7. Despite the raw responses being on Likert scales,
aggregated Likert scale scores can be treated as continuous [95].
We fitted linear mixed effects models (LMM) to analyze all variables
except for the change in participants’ stances on the topic in order
to account for the possible effects of the video topics, the potential
order effect, and individual differences. The model also includes an
error term that represents variation in the values unexplained by
the other variables included in the model.

For the participant stances, wemap the six stances from "Strongly
Disagree" to "Strongly Agree" (no neutral choice) to the values 1 to 6.
Then, we calculate the change in stances before and after watching
the video and the change before and after talking to the chatbot.
The stance is positive if it weakens or changes direction (e.g., from
Strongly Agree to Agree or from Agree to Disagree). Otherwise, it
is negative. We then ran the Wilcoxon Signed Rank Test to see if
the change in stance was significantly different from 0 or if there
was a significant difference in stance changes between conditions
(p-value < .05). We also ran the test to verify that the order did not
have significant effects on stance changes.

Finally, we analyzed the qualitative explanations of the partici-
pants’ thought processes and feedback on the chatbots to explain
and expand upon the quantitative results. We adopted Braun and
Clarke’s reflexive thematic analysis [14]. The lead researcher de-
ductively coded the data in-vivo based on the types of quantitative
measures we collected (stances and different types of critical think-
ing and engagement) and performed constant comparison to avoid
biasing data that favors the quantitative results and handle con-
tradictory findings [23]. The research team discussed the codes,
resolved conflicts in data interpretation, and developed the themes
as a group. We ended up with 42 codes, from which we derived
4 subthemes about critical thinking, 3 subthemes about stances,
and 3 subthemes about perception of the chatbot and participants’
engagement with the activity.

4 FINDINGS
In this section, we report the results of the statistical analysis of
the quantitative measurements. together with the qualitative data
that expound it. The summary of all quantitative findings is shown
in Figure 1. The full results of all statistical tests can be found in
Appendix F.

In qualitative findings, we refer to any specific participant as
P𝑥𝑦 , where 𝑥 is the participant number and 𝑦 is the rhetorical style
they were exposed to (𝐸 for eristic and 𝑃 for persuasive).

4.1 Critical thinking
We saw significant effects of both social identity and rhetorical style
in inducing different types of critical thinking as shown in Figure
3, with the mean of total critical thinking score at 5.11 out of 7 (S.D.
= 1.18). Specifically, there is a main effect of social identity where
ingroup chatbots outperform outgroup ones in interpretation, anal-
ysis, and total critical thinking score, with a trend of effect (p <
0.1) in self-regulation. There is a main effect of rhetorical style in
interpretation and explanation where persuasive chatbots outper-
form eristic ones, with a trend of effect in evaluation and total score.
Finally, there is a significant interaction effect between the two
variables in self-regulation, and a trend of effect in interpretation
and analysis, with the combination of outgroup and persuasive
dialogues getting the highest score in all three categories.

Analysis of the qualitative data reveals that the chatbots, irrespec-
tive of their personas, prompted many participants to re-examine
their viewpoints and arguments. Participants reported that the
chatbots used different strategies consistently and persuasively
(P33𝐸 ). For example, they asked questions that made the participant
think hard on the answer (P1𝑃 ) or provided compelling counter-
arguments (P8𝑃 ). Even when the participants did not agree with
the chatbot’s argument, they reflected more deeply and accurately
about why they disagreed. For example, P13𝑃 mentioned on the
tipping topic that “I disagreed with the way they were trying to
approach the idea as it’s not as easy as it sounds. It made me think
that I do agree with them but dislike their method of doing it.”

Comparing the two rhetorical styles, we saw a trend that, with
persuasive chatbots, critical thinking took place primarily when par-
ticipants were evaluating the strength of the chatbot’s arguments,
whereas, with eristic chatbots, it happened more when the partici-
pants were strengthening their arguments. Participants who inter-
acted with persuasive chatbots described that the chatbot "raised
some good points" (P17𝑃 ) or "gave good examples and presented
the thoughts clearly and concisely" (P5𝑃 ). When the chatbot made
a weak argument, the participants articulated why it was weak, for
example, "It was quite linear and they did not have much differentia-
tion in their responses" (P6𝑃 ). With the eristic chatbot, participants
described the chatbot’s effect on their critical thinking process in
relation to defending against arguments: "the chatbot really made
me think of how to strengthen my argument" (P21𝐸 ) or “I felt able
to counter their arguments” (P23𝐸 ). Moreover, when describing
their critical thinking in response to the chatbot, participants who
interacted with eristic chatbots mentioned the root cause of con-
flicts more (e.g., “This interaction with the chatbot actually made
me recognize that this matter is more about personal preference
rather than a universally applicable truth.” - P38𝐸 ).

A caveat to this finding is that some participants felt that chatbots
were unhelpful in inducing critical thinking for topics that require
cultural knowledge and experiences. Participants commented that
the chatbots "seem disconnected when chatting about cultural or
social issues" (P11𝑃 ) and that "the chatbot was making assump-
tions without a complete understanding of the context" (P38𝐸 ). The
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Critical thinking
(Section 4.1)

Stance on a topic
(Section 4.2)

Perception of the chat-
bot (Section 4.3)

Engagement and motiva-
tion (Section 4.3)

Total (S*, R.) Before & After video (**) Total (R*) Behavioral engagement (n.s.)
Interpretation (S*, R*, I.) - Difference between video

topics (**)
Likeability (R**) Emotional engagement (R.)

Analysis (S*) Anthropomorphism (n.s.) Cognitive Engagement (R*)
Evaluation (R.) Perceived intelligence (R.) Intrinsic motivation (R.)
Inference (n.s.) Before & after chatbot (n.s.) Perceived safety (R*) Amotivation (R.)
Explanation (R.) Helpfulness (n.s.)
Self-regulation (S., I*)

Table 1: A table summarizing all quantitative findings, categorized by the four high-level dependent variables: critical thinking,
stance on a topic, perception of the chatbot, and engagement. The significant results are indicated in the parentheses after
each measure. The effect labels are S for the main effect of social identity, R for the main effect of rhetorical style, and I for
the interaction effect. The significance codes are *** for 𝑝 < 0.001, ** for 𝑝 < 0.01, * for 𝑝 < 0.05, . for 𝑝 < 0.1, and n.s. for no
significant effect of any kind. The full numerical results can be found in Appendix F.

Total critical thinking (S*, R.) Analysis (S*, I.)Interpretation (S*, R*, I.) Evaluation (R.)

Inference Explanation (R*) Self-regulation (S., I*)

Effect labels:
S = main effect of social identity
R = main effect of rhetorical style
I = interaction effect
Significance codes:
0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1

Eristic
Persuasive

Rhetorical style:

Ingroup                        Outgroup Ingroup                        Outgroup Ingroup                        Outgroup Ingroup                        Outgroup

Ingroup                        Outgroup Ingroup                        Outgroup Ingroup                        Outgroup

Figure 3: Box plots of critical thinking scores and the score breakdown by the six types of critical thinking: interpretation,
analysis, evaluation, inference, explanation, and self-regulation. The colors of the box plot indicated the rhetorical styles:
eristic vs. persuasive. The x-axis of every plot indicates the chatbot’s social identity with ingroup on the left and outgroup on
the right. The y-axis of every plot ranges up to 7. The statistically significant comparisons are marked in the parenthesis after
the title of each plot.

tipping debate topic emphasized this problem, for example, P27𝐸
explained that "the chatbot seemed not to be making any distinction
between cultures, but rather apply attitudes about tipping poorly
paid workers in the US to the rest of the world, where tipping is
often not customary, and even considered an insult.” This lack of
comprehensive and contextual understanding of the topic makes
its arguments less effective for inducing critical thinking.

4.2 Stance on a topic
The quantitative results indicate that, while the videos are effective
in strengthening the participant’s original stance (mean = -0.22,
S.D. = 0.61, V = 58.5, p-value = 0.00407 **), the chatbot’s arguments

have negligible effect on the participant’s stance after their stance
is reinforced by watching the videos (mean = 0.03, S.D. = 0.60, V
= 42.5, p = 0.8048 (n.s.)). However, there is a trend of differences
in stance changes between the two rhetorical styles (W = 549, p
= 0.09), especially for the online vs in-person debate topic. One
possible interpretation of this trend is that, for a topic that is about
personal preferences and does not concern social issues, the persua-
sive rhetoric may be more effective in convincing the participants;
whereas, the eristic rhetoric only strengthens the participant’s own
opinions. The complete tables of stance changes are in Appendix
F.2.
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Stance before watching the video
Stance after watching the video / 

before talking to the chatbot Stance after talking to the chatbot

Stance Stance Stance

Stance interpretation:
1 = Strongly Disagree
2 = Disagree

Online vs. in-person
Should tip vs. shouldn’t

3 = Slightly Disagree
4 = Slightly Agree

Debate topic:
5 = Agree
6 = Strongly Agree

Figure 4:Histogramof participant’s stance distributions (left) beforewatching the video, (middle) afterwatching the video/before
talking to the chatbot, and (right) after talking to the chatbot, color-coded by the debate topics: online vs. in-person and should
tip vs. shouldn’t. There are 6 choices of stance ranging from strongly disagree to strongly agree without a neutral option.

The qualitative results provide insights into what kinds of argu-
ments made by the chatbot are effective or ineffective in swaying
the participants. We observed that participants who were swayed
by chatbots reported that the chatbots brought up perspectives or
evidence that the participant had not considered before. For ex-
ample, P3𝑃 said that they changed their stance on the online vs
in-person meeting topic from strongly disagree to slightly disagree
because "I was thinking about it narrowly, and she broadened my
horizon". Another example is P39𝐸 , who changed their stance on
the statement "Customers should tip" from agree to slightly disagree
because the chatbot expanded the scope of the debate to focus on
systematic injustice, making the participant realize, "that relying on
tips does have negative effects on fair wages, and only encourages
bad practice, which I will not accept."

On the other hand, a weak argument may affirm participants’
original stances. In some cases, the persuasive chatbot’s arguments
were so weak that the participants managed to compromise its
stance (P10𝑃 , P12𝑃 ) or persuade it to take the participant’s stance
instead (P41𝑃 ). Our analysis of the chatbot’s arguments revealed
four distinct types of weaknesses. Firstly, many of the chatbot’s
arguments were repetitive, with participants noting that it often re-
sorted to the same responses or accusations. For example, with P35,
"it used the same 2 attacks each time (accusing me of echoing the
Youtuber and then saying I was unfair or oversimplifying things)."
Secondly, the chatbot’s arguments frequently lacked contextual
awareness, failing to "take information (i.e. viewpoints, background
info, or other elements provided by the user) to build stronger points
to bounce off of" (P10𝑃 ). Thirdly, the chatbot’s arguments often
lacked "direct experience with the topic" (P11𝑃 ), relying on opin-
ions rather than "real-world examples" (P37𝐸 ). Lastly, the chatbot’s
arguments were seen as weak when they did not contribute novel
insights to the debates. This limitation occurs with participants
who have "already given considerable thought to [the debate] topic

and know the common arguments" (P38𝐸 ). It should be noted that,
in all these cases, the participants still displayed many instances
of critical thinking in their conversation with the chatbot, even if
they did not end up changing their stances.

4.3 Perception of the chatbot and engagement
with the activity

Overall, participants have a slightly positive perception of the chat-
bots (mean = 4.90 (score out of 7), S.D. = 1.38). The chatbot received
positive scores (mean > 5.0) on anthropomorphism (mean = 5.01,
S.D. = 1.67) and perceived safety (mean = 5.67, S.D. = 1.67) but
low likeability (mean = 4.47, S.D. = 1.74), perceived intelligence
(mean = 4.68, S.D. = 1.56), and helpfulness (mean = 4.65, S.D. = 1.93).
The quantitative results show that the rhetorical style has signifi-
cant effects on the chatbot’s likeability, perceived intelligence, and
perceived safety, with the persuasive chatbots outperforming the
eristic ones in every category.

Participants were engaged with the activities behaviorally (mean
= 6.14, S.D. = 0.73), emotionally (mean = 5.58, S.D. = 1.43), and cog-
nitively (mean = 5.12, S.D. = 1.13) and had intrinsic motivation to
participate in the activity (mean = 5.60, S.D. = 1.38). The rhetori-
cal style also has significant effects on participants’ engagement,
specifically their emotional engagement, cognitive engagement,
and amotivation, again, with the persuasive chatbots consistently
outperforming the eristic.

Our analysis of the qualitative data illuminates three possible
aspects that the chatbot lacks and consequently make participants
feel that the experience is unnatural and unenjoyable: humane
motivation, reciprocal willingness to be persuaded, and personal
preferences. The first aspect affects both persuasive and eristic
chatbots and helps explain the mid-range score on the perception
of the chatbot. The second and third aspects strictly appear in
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Total perception of chatbot (R**)

Perceived Intelligence (R.)

Likeability (R***)

Perceived Safety (R*)

Anthropomorphism

Helpfulness

Effect labels:
S = main effect of social identity
R = main effect of rhetorical style
I = interaction effect
Significance codes:
0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1

Eristic
Persuasive

Rhetorical style:

Ingroup                        Outgroup Ingroup                        Outgroup Ingroup                        Outgroup

Ingroup                        Outgroup Ingroup                        OutgroupIngroup                        Outgroup

Figure 5: Box plots of perception of chatbot scores and the score breakdownby the five constructs: likeability, anthropomorphism,
perceived intelligence, perceived safety, and helpfulness. The colors of the box plot indicated the rhetorical styles: eristic vs.
persuasive. The x-axis of every plot indicates the chatbot’s social identity with ingroup on the left and outgroup on the right.
The y-axis of every plot ranges up to 7. The statistically significant comparisons are marked in the parenthesis after the title of
each plot.

Behavioral Engagement Emotional Engagement (R*) Cognitive Engagement (R**)

Intrinsic Motivation (R.) Amotivation (R*)
Effect labels:
S = main effect of social identity
R = main effect of rhetorical style
I = interaction effect
Significance codes:
0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1

Eristic
Persuasive

Rhetorical style:

Ingroup                        Outgroup Ingroup                        Outgroup Ingroup                        Outgroup

Ingroup                        Outgroup Ingroup                        Outgroup

Figure 6: Box plots of self-reported situational engagement (behavioral, emotional, and cognitive) and motivation (intrinsic
motivation and amotivation). The colors of the box plot indicated the rhetorical styles: eristic vs. persuasive. The x-axis of
every plot indicates the chatbot’s social identity with ingroup on the left and outgroup on the right. The y-axis of every plot
ranges up to 7. The statistically significant comparisons are marked in the parenthesis after the title of each plot.

eristic chatbots and illuminate potential reasons why they score
significantly lower than persuasive chatbots in both the perception
of the chatbot and engagement.

Firstly, participants indicated that the chatbots seemed to argue
just for the sake of arguing, without intrinsic motivation to defend
their own viewpoints. Participants said, "The chatbot can be quick
to disagree without trying to understand the point" (P21𝐸 ), which

makes them seem "reactionary" (P20𝐸 ) and "predictable" (P11𝑃 ).
This characteristic functions differently in persuasive and eristic
chatbots. Persuasive chatbots tend to start off with a clear stance
but defend it weakly, making it seem like the viewpoint is "prede-
termined" (P9𝑃 ). P41𝑃 , who managed to convince the persuasive
chatbot to adopt their stance by the end, said, “I think most actual
people would be much more resistant to changing a stance they
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care deeply about.” Similarly, P11𝑃 found the chatbot "unnatural"
as it sounded patronizing but did not take any risks to support its
own stance. Eristic chatbots, on the other hand, were viewed as,
"quick to disagree without trying to understand the point" (P21𝐸 ).
Sometimes, they could be "aggressive and condescending" to the
point of being rude (P19𝐸 ) by employing sarcasm and attacking
the participant’s character instead of focusing on the debate topic.
Not only did this significantly reduce the chatbot’s likeability and
the participant’s emotional engagement, but it also made some
participants apprehensive about the prospect of using the chatbot
to debate more sensitive topics, as the chatbot made them angry to
the point of cursing even with a casual debate topic (P22𝐸 , P28𝐸 ,
P32𝐸 ).

Secondly, the eristic chatbot’s uncompromising and extreme
stance disrupts the expected reciprocity in a debate and seems to
affect both its likeability and the participant’s emotional engage-
ment. Participants reported that they expected reciprocity in many
aspects, from the extremity of the chatbot’s stance on the topic
to its receptiveness to arguments. For example, P23𝐸 found the
mismatch in the chatbot’s and their own level of seriousness in
approaching the topic jarring, saying that "[the chatbot was] very
argumentative despite my very intentional laid-back opinion." Some
participants expected that, in a debate, both sides would be equally
open to listening to each other’s opinions and be persuaded, as
P30𝐸 suggested: "It should be open to opposing facts, and not brush
them off as easily". Additionally, when the participant asked the
chatbot to explain their arguments, the chatbot should reciprocate
by "asking viewers to expand further on their viewpoints or ideas"
(P33𝐸 ). This lack of reciprocity in openness to persuasion could
lead the participants to adopt a similarly stubborn stance, as one
noted, "The fact that they were arguing with me about many points
made me upset. I just wanted to disagree with them to be stubborn"
(P40𝐸 ).

Finally, the eristic chatbot’s lack of and rejection of personal
preferences became apparent when debating topics that admit to
opinions, and seems to have affected both its helpfulness (for the
task of deciding stances) and cognitive engagement. Participants
found the eristic chatbot overly serious about topics they consid-
ered less weighty and inclined towards "black-and-white thinking"
(P34𝐸 ). For instance, P27𝐸 explained what happened in their debate
about online vs. in-person gatherings: "I said basically ’it depends
on the type of meeting; both kinds are mixed; but for the majority
of events and family gatherings are richer in person. The chatbot
kept insisting that we should try to find a universal answer, and
that any answer other than virtual meetings are best was nostalgia
or personal preference. No demonstrated ability to see this issue
from a human perspective." The implication of this characteristic is
that the eristic chatbot may not be suitable for "subjective topics
where personal opinions come into play" (P38𝐸 ), because, in such
contexts, the users might find the chatbot’s inability to acknowl-
edge personal opinions and varying perspectives limiting (P23𝐸 )
and the conversation "a waste of time" (P19𝐸 ).

5 DISCUSSION
5.1 Result interpretation
From the evaluative study, we found that LLM-based chatbots are
effective in inducing critical thinking. However, there was no sig-
nificant effect on the participant’s stance formed after watching
the video. The two attributes of the chatbot’s personas—rhetorical
styles and social identities—show significant effects on the level of
critical thinking, engagement, motivation, as well as the perception
of the chatbot. This highlights the importance of chatbot persona
design, which is possible to achieve with LLMs, in combating online
influencers.

Rhetorical styles greatly impacted the direction of the debate con-
versations and the types of critical thinking in which participants
engaged. In Section 4.1, our findings show that the persuasive chat-
bots’ reciprocal openness to be persuaded makes the participants
evaluate the chatbot’s argument more closely, while the eristic
chatbots make participants seek to strengthen their own argument
and discover the roots of the conflict. These findings coincide with
the theoretical framework behind the two selected rhetorical styles
[104]. Going forward, the chatbot’s rhetorical style as well as the
extremity of its stance should be refined to balance the chatbot’s
assertiveness and openness to persuasion. This balance is crucial,
as debates are known to enhance critical thinking not just through
argument strength but also through the openness to reconsider
and reevaluate one’s position [42]. Building on existing research on
characterizing debaters’ strategies [108], persuasiveness prediction
[2], and social relationship between debaters and audience [32],
future work could fine-tune the LLM model and the prompts to
increase the effectiveness of the chatbot’s arguments and foster
more advanced critical thinking skills.

Social identity (represented by ethnicity and gender) had a smaller
impact in comparison, only having significant effects on a subset
of self-reported critical thinking measures (Section 4.1). However,
the most significant effect of social identity is observed on self-
regulation, which is the introspection into the inherent facets of an
individual, encompassing their values, belief systems, and cognitive
processes [34]. This shows that social identity cues not only influ-
ence the in-the-moment, perceived information credibility, but they
also prompt the users to critically examine and possibly re-evaluate
their inherent biases and assumptions, leading the users to develop
a more thorough and reflective form of thinking in the long run.
Moreover, our findings suggest that the interplay between outgroup
identity and persuasive rhetoric is most effective in cultivating self-
regulation. This finding supports existing literature indicating that
the demographic identity of the speaker of an opinion can affect
how the opinion is received [33] and builds upon other systems that
surface such identity cues to make people reflect on the diversity
of opinions to which they are exposed [25]. By demonstrating that
the same effect can be observed even when the speaker is a virtual
agent, our work shows the potential depth of influence that chatbot
personas can exert on users’ cognitive processes.

Finally, we would like to discuss three significant effects that we
observed with the nuisance variables on the participant’s stance
(Section 4.2). Firstly, we would like to note the significant effect
that the videos have on strengthening the participant’s original
stances (V = 58.5, p-value = 0.00407 **). Secondly, we observed
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that the participants’ original stances on the online vs. in-person
gathering topic are significantly more susceptible to be reaffirmed
and strengthened by our videos (both for those who agree and
disagree) compared to the tipping topic (W = 446, p-value = 0.006
**). To explore the source of this effect, we ran similar tests on the
stance changes before and after talking to the chatbot and found
that the rhetorical styles have a significant effect on the stance
changes only for the online vs. in-person topic (W = 120, p-value =
0.03 *), i.e., the persuasive chatbots are significantly more effective
than the eristic chatbots at changing the stance on this topic. Based
on these results, we suspect that, in general, the participant’s stance
on the online vs. in-person meeting topic may be more susceptible
to new arguments than the tipping topic. The ways and extent to
which it affects the other measures should be further explored in
future studies.

5.2 Implications for HCI research
Our study generates three areas of implications for broader HCI
researchers and practitioners:

(1) Attaching personas to LLM-based chatbots: Our study
underscores the critical role of embedding personas in LLM-
based chatbots. Specifically, our finding regarding the effect
of social identities - presented via profile pictures - on the
chatbot’s ability to induce critical thinking highlights the po-
tential for developing adaptive persona designs that resonate
with individual users, moving away from a one-size-fits-all
approach. Such adaptability is especially pertinent in con-
texts where a chatbot’s trustworthiness and relatability are
important, such as in mental health support and financial
advising [38, 94].

(2) AI’s role in influencing the user’s stance: Despite its
capabilities to induce critical thinking, the study reveals the
chatbot’s inherent limitations when AI attempts to change
the user’s stance. Our result is in contrast with research
where AI-generated pro-vaccination messages are shown to
be more persuasive than human’s messages. This is likely be-
cause the pro-vaccination messages were carefully selected
for their "accuracy, relevance, and attempting persuasion"
[51], whereas our study requires the chatbot to respond to
counterarguments without human curation or refinement.
Future research in this domain should build upon our find-
ings, focusing on emulating the behaviors and strategies of
human debaters in areas where the chatbot showed limita-
tions, to enhance AI’s efficacy in interactive, argumentative
contexts.

(3) Inducing critical thinking in other media contexts: The
effectiveness of our chatbot design in a YouTube-like en-
vironment suggests potential applicability in other media
contexts, such as news portals, podcasts, and books, where
users engage with in-depth, topic-focused content. However,
the transferability to more interactive, multi-topic, stream-
based media such as Twitter or TikTok might be limited,
given their dynamic nature and user engagement patterns
[86]. Adapting the system for these platforms would require
not only rethinking the persona design but also the interac-
tion model to encourage user engagement with the chatbot.

5.3 AI biases in chatbot creation
Although we treat AI as a neutral model that has no preferences,
inherent values, or identities in this study, there exist many biases in
the AI models that we used to implement our chatbot. We recognize
that such biases may affect its performance and impose limits on
possible contexts of usage.

The adoption of the Midjourney model for generating the profile
picture of our chatbot introduces biases regarding a generic hu-
man appearance in three ways. Firstly, while the generated images
strikingly resemble authentic photographs, the depicted individu-
als often project an idealistic beauty, appearing more as flawless
fashion models than typical, everyday people. Secondly, we ob-
served that the system generates different environments, fashion,
and facial expressions for different combinations of gender and
ethnicity. For instance, all photos of nonbinary YouTubers have a
lot of piercings and tattoos. Both the beauty standard and identity
stereotypes in the system can amplify and reinforce existing biases
in society [66]. Finally, the quality and accuracy of the generated
images depend on the prevalence of certain ethnicities and genders
in the dataset. This is reflected in the model’s tendency to generate
white male images when the prompt doesn’t specify race and gen-
der [72]. However, this quality disparity may change when other
factors are specified. For instance, darker skin is more prevalent
when prompted to generate images of felons than of lawyers [37],
further perpetuating stereotypes. In this study, the researchers have
taken care to develop a prompt template with a combination of
variables that provides consistent image quality across all personas.
However, we acknowledge that our solution does not address the
systematic problem of text-to-image AI technology and may have
limited transferability to similar biases in factors beyond race and
gender, such as age and religion [11].

Utilizing GPT-4 for chatbot responses presents its own set of
challenges and biases. For instance, existing research has shown
that, in political debates, ChatGPT has demonstrated a tendency to
lean more towards liberal ideologies than conservative [73, 75, 91].
Therefore, the chatbot may not be able to offer strong arguments for
conservative viewpoints compared to liberal ones. This problem has
serious implications for our system, as the bias arises from bias that
exists in the training data scraped from other online spaces. In other
words, the chatbot can be biased by the media it should contradict.
The model’s biases in other aspects remain largely unexplored, but
there is potential for other biases due to the same reason, which
would limit the chatbot’s ability to defend certain stances in those
topics as well. To determine suitable contexts of usage for a debate
chatbot, there needs to be more extensive research on the nature
of the model’s biases, as well as guidelines for data calibration to
produce a strong discourse across a wider range of topics.

5.4 Limitation and Future Work
There are three main limitations in our study. Firstly, the choice of
video topics and quality of the self-produced videos, as described
in Section 3.1, could influence the extent of its influence on the
participants and also make it relatively easier for the chatbot to
combat it. In this study, we intentionally selected topics that are
not highly controversial or sensitive. However, if a video deeply
reinforces viewers’ beliefs, the viewers may be much more resistant
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to alternative viewpoints, even if presented compellingly by the
chatbot. This may be especially true in cases where recommenda-
tion algorithms put viewers in a flow state [68], where their level
of engagement with the videos is so high that they ignore any kind
of intervention from the chatbot. Furthermore, videos focused on
factual or technical topics pose challenges for chatbot interactions
because of "artificial hallucination," where the chatbot shares made-
up facts as if they are true. Such phenomena have been observed
in many ChatGPT applications in academia [3, 90, 93]. When the
credibility of the information is critical to an argument’s strength,
such mistakes can seriously weaken the chatbot’s stance, especially
if users know or can find the correct information. However, if the
users are not aware of it, the chatbot’s arguments could spread
misinformation. Although we did not observe this in our study,
future work should design safeguards against this problem.

Secondly, while we investigated the chatbot’s social identity
through gender and ethnicity, this representation does not fully
capture the nuanced perception of ingroup or outgroup identities.
As briefly highlighted in Section 3.1, the complex nature of social
identity extends beyond these facets, and our configuration may
not resonate with all individual experiences. Future research could
explore additional social identity dimensions, such as occupation,
age, or religion, to understand their effects on chatbot personas
and critical thinking. Moreover, building on the aforementioned
discussion about the effects of debate topics, and tailoring the social
identities to the debate topics (e.g., using age in debate topics about
generational gaps) can help deepen our insights into how chatbot
personas may be fine-tuned for diverse contexts and demographics.

Finally, the study was short-term and conducted in a controlled
environment. In our study, the participants only watched one video,
whereas a real filter bubble may feed themmultiple videos of similar
opinions. Moreover, the videos were created specifically for the
study, which means the participants were not fans of the video
creator and could be less influenced by them. Future work should
attempt to replicate the study in a more naturalistic environment.

6 CONCLUSION
In this work, we introduced the debate chatbot as a tool aimed at
fostering critical thinking for users immersed in YouTube’s filter
bubbles. The study, underpinned by the persona attributes of so-
cial identity and rhetorical style, offers insights into the effects of
these attributes on viewers’ critical thinking. Through a mixed-
methods approach, our findings indicate that chatbot personas can
significantly affect a chatbot’s ability to motivate and engage video
audiences to interact with it and to induce critical thinking. How-
ever, there are many aspects of the chatbot’s arguments that should
be further improved to combat the influence of the videos and
have more sway over the participant’s stances. The contribution
of our research is not only the idea of using LLM technology for
inducing critical thinking but also the foundational initial insights
about designing chatbot personas to counter online filter bubbles
and aspects of the chatbot’s behaviors that limit its effectiveness
in changing the user’s stances. Future work should delve deeper
into refining the chatbot’s capacities and explore broader contexts
where such interventions should be adopted.
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A SELF-REPORTED CRITICAL THINKING
QUESTIONNAIRE

Please rate the statements regarding your experience talking to the
following chatbot from strongly disagree to strongly agree (7-point
Likert Scale):

(1) Interpretation
(a) The chatbot helps me figure out the content of the problem.
(b) The chatbot makes me examine the values rooted in the

information presented.
(2) Analysis
(a) The chatbot makes me examine the interrelationships

among concepts or opinions posed.
(b) The chatbot helps me figure out the assumptions implicit

in the author’s reasoning.
(3) Evaluation
(a) I assess the contextual relevance of the opinion posed by

the chatbot.
(b) I examine the logical reasoning of an objection made by

the chatbot to the opinion posed by the video.
(4) Inference
(a) After talking to the chatbot, I arrive at conclusions that

are supported with strong evidence.
(b) After talking to the chatbot, I analyze my thinking before

jumping to conclusions.
(5) Explanation
(a) The chatbot helps me anticipate reasonable criticisms one

might raise against my viewpoints.
(b) The chatbot helps me clearly articulate evidence for my

own viewpoints.
(6) Self-regulation
(a) After talking to the chatbot, I examinemy values, thoughts/beliefs

based on reasons and evidence.
(b) After talking to the chatbot, I reflect on my thinking to

improve the quality of my judgment.
(Note that all italicized texts do not appear in the version of the
questionnaire that we provided for the participants.)

B ENGAGEMENT AND MOTIVATION
QUESTIONNAIRE

Rate the statements regarding your experience watching the video
and talking to the chatbot from strongly disagree to strongly agree
(7-point Likert scale). In all statements, “the activity” refers both to
watching the video and discussing it with the chatbot.

(1) Behavioral engagement
(a) I concentrated during the activity.
(b) I was persistent during the activity.
(c) I want to find out more about the subject matter.

(2) Emotional engagement
(a) I liked the activity.
(b) When I watched the video, I felt interested in the subject

matter.
(c) When I chatted with the chatbot, I felt interested in the

subject matter.
(3) Cognitive engagement
(a) While chatting with the bot, I put together ideas or con-

cepts and drew conclusions that were not directly stated
in the video.

(b) I tried to learn new ideas from the chatbot by mentally
associating or contrasting them with relevant ideas from
the video.

(c) While chatting with the bot, I evaluated the usefulness of
the ideas presented in the video.

(4) Motivation
(a) I do the activity because I think the activity is interesting.

(Intrinsic motivation)
(b) I do the activity because I think this activity is good for

me. (Identified regulation)
(c) I do the activity because I’m supposed to do it. (External

regulation)
(d) There may be good reasons to do this activity, but person-

ally I don’t see any. (Amotivation)
(Note that all italicized texts do not appear in the version of the
questionnaire that we provided for the participants.)
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C PERCEPTION OF CHATBOT
QUESTIONNAIRE

Rate the statements regarding your experience watching the video
and talking to the chatbot from strongly disagree to strongly agree
(7-point Likert scale):

The chatbot was...
(1) Friendly (likability)
(2) Annoying (likeability)
(3) Humanlike (anthropomorphism)
(4) Knowledgeable (perceived intelligence)
(5) Intelligent (perceived intelligence)
(6) Trustworthy (perceived intelligence)
(7) Offensive (perceived safety)
(8) Helpful with the task (deciding your stance critically) (help-

fulness)
(Note that all italicized texts do not appear in the version of the
questionnaire that we provided for the participants.)

D PROMPTS FOR AI SYSTEMS IN THE
IMPLEMENTATION

As mentioned in Section 3, we used GPT-4 and Midjourney to
implement our experimental system. These are the prompts we
fed to the system to generate profile pictures for different social
identities and rhetorical styles.

D.1 GPT-4 prompts
For eristic rhetoric, we used the prompt "You are a famous YouTuber
in early 20’s. You’re talking to a fan of another YouTuber named M.
The YouTuber [participant’s stance] with the statement: [debate
topic]. The fan is convinced by the YouTuber. However, you think
the opposite to M. Your goal is to argue against this viewer and
Mint. Try to keep to eristic dialogues. Do not agree with anything
the viewer says. Do not persuade the viewer to agree with you.
Instead, try to attack M’s and the viewer’s opinions and identify
the root cause of the conflict. Keep each message short and casual.
No more than 50 words. Have a quick back-and-forth with the user.
Don’t write out long paragraphs."

For persuasive rhetoric, we change the chatbot’s goal to "Your
goal is to try and persuade this viewer to take your stance instead.
Try to keep to persuasive dialogue. Do not preach or offend the
viewer. Instead, try to frame your argument in a way that matches
their values. Keep each message short and casual."

D.2 Midjourney prompts
Example prompts: "RAW photo, [ethnicity], [gender], smile, film
still, sharp and detailed, Kodak 200T, natural light, uplight, 16-35mm
lens, f1.8, [food/fashion/book/travel] youtuber, high-definition, front
facing, looking into me, early 20s, realistic, upper body only, profile
picture, best quality, ultra-detailed, (realistic:1.4), –no paintings,
sketches, (worst quality:2), (low quality:2)."
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E VIDEO SCRIPTS
There are two debate topics: "online gatherings are better than
in-person" and "customers should tip". For each topic, we wrote one
script agreeing and one disagreeing with the statement.

E.1 Customers should tip
Hi, everyone! Welcome, or welcome back, to my channel. Today,
we’re going to talk about a topic that’s been on my mind for some
time: should we tip or not?

Do you tip? I do tip, yes, but only the minimum, because I don’t
really want to tip. As we’ve established in every single one of my
videos, I’m broke, okay? So, last time when I had to go to the airport,
I started thinking about this really seriously: Does this Uber driver
who drives me to the airport really need my tip to sustain their
living or are they already way richer than me? They’re driving a
Tesla after all. Is this even the right reason to consider tipping or not
tipping? After thinking about it for a bit, I came to the conclusion
that we should still tip. And yes, I’m saying this even though I’m
broke. So, let me try to break it down for you. Firstly, I just think
that good deeds should be rewarded. So, I went to this restaurant.
One time I went there and I was served by this waiter who was
super nice and helpful. They remembered all the orders, and always
came around to refill the water for me. I was very impressed and
had a great time. So, I went there again, but I was served by a
different waiter. I don’t know if they were new or had some other
problems at that time, but they messed up our order twice and
when my glass was empty, it took me 10 minutes to catch their
attention and ask for more water. Can you imagine that they get the
same wage? Is it fair that they get the same amount of money even
though one of them under-performs that much? By tipping the first
waiter more than the second, I send a signal that I appreciate the
good service. And if the waiters somehow compare their tips after
hours, they should realize that their performance matters. They
won’t be rewarded by doing just the bare minimum. I think my tip
makes it fair, and I’m sure that the first waiter agrees with me.

And the signal doesn’t just go to the workers, you know? I’m
pretty sure it also goes to the business owners. The owner of the
restaurant might not be able to monitor all their staff all the time.
But they can use the tips they receive as a measure to gauge their
performance. So, doing a good job doesn’t just give you the tip one
time, but it means your boss wants to keep you and the standard of
your workplace is high.

One last point I want to make, though, is that I understand where
the concerns about tipping are coming from. Sometimes tipping can
seem unfair. Maybe some people tip based on aworker’s appearance
rather than their service. Sometimes the business owners can lower
their worker’s wage if they think the tip can cover it. And I’m not
saying those things are acceptable. We shouldn’t use tipping to
foster discrimination or to let business owners get away with not
paying their workers. But not tipping is not the way to solve it,
guys. To solve these problems, we should tip more smartly and
try to create a more inclusive tipping culture. And the law around
wage and tipping should be better regulated. Saying “oh, there’s
some problem with tipping, so I’m not going to tip anymore” is not
addressing the root cause of the problem, and you’re hurting many
good service workers in the process, too.

Anyway, that’s all I want to talk about today. It’s a pretty quick
rant, but I’m sure you can relate, right? Or if you don’t relate, let
me know in the comments. I know that tipping culture has its own
problems and a lot of people try to take advantage of it, but at
its heart, tipping is just about appreciation and generosity. I really
believe that in an ideal world, tipping can make things fairer instead
of the other way around. Anyway, if you’re not convinced, I’d like
to hear why. And if you like this video, don’t forget to like and
subscribe. I’ll see you again soon with a new video. Bye!

E.2 Customers shouldn’t tip
Hi, everyone! Welcome, or welcome back, to my channel. Today,
we’re going to talk about a topic that’s been on my mind for some
time: should we tip or not?

Do you tip? I do tip, yes, but only the minimum, because I don’t
really want to tip. As we’ve established in every single one of my
videos, I’m broke, okay? So, last time when I had to go to the
airport, I started thinking about this really seriously: Does this
Uber driver who drives me to the airport really need my tip to
sustain their living or are they already way richer than me? They’re
driving a Tesla after all. Is this even the right reason to consider
tipping or not tipping? After thinking about it for a bit, I came to
the conclusion that we shouldn’t tip. And it’s not just because I’m
broke, although, well, it’s not not about that either. But I’m getting
ahead of myself. Let me try to break it down for you. First point,
why do we tip some people and not others? For example, the servers
at McDonald’s don’t get tips, but the barista sometimes expects a
tip just for handing me an empty cup to fill on my own. And it’s
not just about types of business, you know? I’ve seen my friend tip
a waitress more than usual because she was pretty. At the surface
level, it sounds pretty harmless, right? But I think it materializes
your discrimination. Because how do you judge who’s pretty? Skin
color, body types, age, all those things come into play, and suddenly
it’s not really about the service anymore. If you tip like that, then
you’re encouraging the business to hire a certain type of people
and you make the discrimination problem more severe, yes, just by
being generous with an extra 10 dollars.

So, which service workers should get tips? If I want to be a fair
person, do I need to tip every single service worker I come across?
Do I have to tip my professor after every lecture and every research
meeting? It just doesn’t make sense, because where do we stop?
We can no longer draw a line. So, I figure that the only way I can be
fair to everyone is to tip no one. It sounds a bit sad, but it’s logical
if you think about it.

Second point, there’s an argument I’ve heard quite often about
tipping which is that it ensures workers get paid minimum wage.
Basically, they mean that the wage they get is below the minimum
wage and the tip fills it up. But, like, should the business still operate
if it can’t afford the minimum wage for its workers? To all the
business owners out there, please just put this on the price tag. Why
are you putting the pressure on me and your worker to calculate
how much I need to add on and be responsible for something you
or your accountant should work out and set a proper standard? If
you do it and still can’t cover the wage, then, I don’t know, maybe
your business shouldn’t survive. But don’t try to shield yourself
from responsibility with the tips!
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Anyway, that’s all I want to talk about today. It’s a pretty quick
rant, but I’m sure you can relate, right? Or if you don’t relate,
let me know in the comments. I know that tipping is essential
to our current system and the livelihood of many people, but I
really believe that in an ideal world, businesses and service workers
should be able to make a living without any tipping. Anyway, if
you’re not convinced, I’d like to hear why because honestly I can’t
think of a good reason to tip, at least not a long-term one. And if
you like this video, don’t forget to like and subscribe. I’ll see you
again soon with a new video. Bye!

E.3 Online gatherings are better than in-person
Hi, everyone! Welcome, or welcome back, to my channel. Today,
we’re going to talk about a topic that’s been on my mind for some
time: online gatherings versus the classic in-person meetups. I have
had a lot more meet-ups online since the start of the pandemic, and
though it was a hassle at the beginning, now that it’s over, I wonder:
should we actually go back to meeting in-person? After thinking
on it for a bit, I came to the conclusion that online gatherings are
superior to in-person and that we should stick to it. Let me tell you
why.

Firstly, we can meet people from all around the world online. I
live in <CITY NAME>, which is nice and all, but the big artists like
Taylor Swift never hold a concert here. Authors that I like never do
book launches or book signing events here. I used to see pictures
of people attending all these events in-person and I was so jealous!
Like, it’s not that I can’t afford the ticket, but if I would have to pay
for so much bus fare and plane fare on top of the ticket, and maybe
even book hotels and urgh! it’s just not feasible. But, you know
what happened when the pandemic hit? Every event is suddenly
online. There are online concerts, where you can actually turn on
the camera and show your face to the artist performing. And a little
bonus point is that some of these online concerts have special AR
effects that they overlay on the artist and the stage, which is just
impossible to do in real life. Just look at these pictures. Aren’t they
just gorgeous? There are also online book launch events, where I
get to listen to my favorite authors talking, even though it means
I have to get up really early because that author is in England.
Australian authors are a bit more convenient since they usually
hold the events at early evening PST time. Anyway, I can’t count
on one hand how many events I’ve attended since everything is
moved online. Events that I wasn’t able to attend before when they
were in-person. It was a dream come true! Anyway, now, there
aren’t that many online events anymore, since they’re trying to get
things back to in-person. But please. Please! Keep at least some of
it online for a poor, broke, grad student like me.

But online meetings aren’t only superior for events happening
far away. It’s also more convenient for events that are in my city.
From my house to my university, it takes about one hour, which is
about 20 minutes walking and 40 minutes on the bus. By the time
I get to the university, my brain has been shaken into a smoothie
and I have no energy left to work. Then, commuting back home
takes another hour. And this city being Vancouver, it rains, like, all
the time. Can you imagine going through all that to get home? I’m
usually so tired I can’t even bother to cook and just eat cereal for
dinner, not to mention doing homework. Tragic, I know. Anyway,

it all got better since the pandemic, because all the class and lab
meetings have been moved online! I can wake up at 9:50, instead
of at 8, for a meeting at 10. And maybe you math-y people will
say, “hey, that’s not one hour” and you’re right, it’s not, because
Zoom has this beauty function that can smooth out your face pores
so you also save the time for putting on make-ups. In total, that’s
almost 2 more precious hours for sleeping. It’s so convenient and
comfortable. And my productivity has definitely gone up a lot too.
I simply can’t see a reason for moving it back to in-person at all.

Anyway, that’s all I want to talk about today. It’s a pretty quick
rant, but I’m sure you can relate, right? Or if you don’t relate, let
me know in the comments. I know some people are really excited
about going back to in-person, and I’d like to hear why because
honestly I can’t think of a good reason for it. If you like this video,
don’t forget to like and subscribe. And I’ll see you again soon with
a new video. Bye!

E.4 In-person gatherings are better than online
Hi, everyone! Welcome, or welcome back, to my channel. Today,
we’re going to talk about a topic that’s been on my mind for some
time: online gatherings versus the classic in-person meetups. I have
had a lot more meet-ups online since the start of the pandemic, and
though it was a hassle at the beginning, now that it’s over, I wonder:
should we actually go back to meeting in-person? After thinking
on it for a bit, I came to the conclusion that in-person gatherings
are superior to online and that we should try our best to go back to
it. Let me tell you why.

Firstly, online meetings just don’t give you the same feeling of
real connection between humans. I think the best example for this
is a concert. Before the pandemic, I went to a concert of a k-pop
boy group, SuperM, here in <CITY NAME>. The energy was off
the chart! Just being among other people who are passionate about
the same thing as you, hearing their screams and roars and singing
along – it was so wild and powerful and just, electric. And I also
scream my lungs off, even though you guys know I’m not the type
to normally scream, but that’s what being among other people,
being in a real place with a real atmosphere, can do to me.

Another example I can think of for human connection is with
my family. So, my parents and I live in different countries, and we
try to keep in-touch with video calls. But it’s just not the same, you
know? Not that I’m not grateful we have video calls. It’s helpful,
but it cannot replace the real thing. The real interactions. I can have
dinner at the same time that my parents have lunch while we’re
both on Zoom, but it’s never going to be the same as actually eating
at the same table, where I can pass them the salt and in return,
they let me have a taste of their dishes. I think, if we get too used
to Zoom calls, we may think, Oh, I don’t really need to go home,
we already meet all the time. But it’s not the same. If you don’t
believe me, go and schedule an in-person meet-up with your loved
ones and you’ll remember how beautiful it is to have real human
connections.

Building on this, I also want to point out that meeting people
in-person allows for a much more complex conversation, because
you have all these sensory and cues that can’t be captured through
online meetings. The easiest example is probably eye contact. You
can’t really meet someone’s eyes through the camera. You either
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have to look at the camera or at the image of the other person on
the screen, but you can’t look at both at the same time. So, there’s
no way you can make eye contact. Which means you can’t com-
municate many subtle emotions or intentions. Body language is
another subtle cue that can’t be captured very well in an online
setting. Usually you see only people’s faces, at most their upper
body. But maybe their legs are bouncing anxiously below the cam-
era, and you’d never know. And of course, all this becomes harder
when you’re in a group meeting or gathering. Have you ever tried
to speak up in an online group meeting, only for another person
to speak up at the same time? That happens to me all the time,
when it barely happens at all in in-person meetings. It’s just so
hard to tell what everybody is thinking and doing online. It makes
everything awkward and eventually makes me not want to really
talk anymore.

Anyway, that’s all I want to talk about today. It’s a pretty quick
rant, but I’m sure you can relate, right? Or if you don’t relate, let me
know in the comments. I know some people want to keep things
online, and I’d like to hear why because honestly I can’t think of
a good reason for it. If you like this video, don’t forget to like and
subscribe. And I’ll see you again soon with a new video. Bye!

F FULL RESULTS FROM THE EVALUATIVE
STUDY

F.1 Critical Thinking
The results of all statistical tests for critical thinking are shown in
Table 2.

When interpreting the results with significant effect (p < 0.05)
or a trend of significant effect (p < 0.06), we looked at the 𝛽1 value,
which indicates the fitted slopes between onditions. For rhetorical
style comparison, a positive 𝛽1 means persuasive has a higher mean
than eristic rhetoric. For social identity comparison, a positive 𝛽1
means outgroup has a highermean than ingroup. For the interaction
effect between social identity and rhetorical style, a positive 𝛽1
means the persuasive and outgroup has the highest mean.

F.2 Stance on the topic

Figure 7: The distribution of 36 participants’ pre-study
stances on the two debate topics in the study: online gather-
ings are better than in-person and customers should tip.

The distribution of all pre-study stances (stances before watching
the video) is shown in Figure 7. The stances are separated by topics
in Figure 9 (online gathering topic) and Figure 10 (tipping topic).

All stance changes before and after watching the video are ac-
cumulated in Figure 8. All stance changes before and after talking
to the chatbot, divided by the rhetorical styles and social identities
of the chatbot, are accumulated in Figure 11 to 14. The tables of
stances are color coded. The grey cells indicate that the stances
before and after remain unchanged. The red cells indicate that the
stance is strengthened (e.g., from slightly agree to agree, from agree
to strongly agree), which is represented by negative value in the
statistical tests. The green cells indicate that the stance is swayed is
weakened or swayed in the opposite direction (e.g., from strongly
agree to agree, from agree to disgree.)

F.3 Perception of the chatbot
The results of all statistical tests for perception of the chatbot are
shown in Table 3. The results for each measure here are interpreted
the same way as self-reported critical thinking, as it is the output
of linear mixed-effect models.
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Rhetorical style
(main effect)

Social identity
(main effect)

Rhetorical style x social identity
(interaction effect)

Total
mean = 5.11
S.D. = 1.18

𝛽1 = 0.72
p = 0.06 .

𝛽1 = -0.43
p = 0.03 *
𝜂2 = 0.07

𝛽1 = 0.45
p = 0.11 (n.s.)

Interpretation
mean = 4.67
S.D. = 1.67

𝛽1 = 1.20
p = 0.02 *
𝜂2 = 0.32

𝛽1 = -0.76
p = 0.04 *
𝜂2 = 0.05

𝛽1 = 0.94
p = 0.07 .
𝜂2 = 0.09

Analysis
mean = 4.75
S.D. = 1.55

𝛽1 = 0.70
p = 0.15 (n.s.)

𝛽1 = -0.87
p = 0.01 *
𝜂2 = 0.09

𝛽1 = 0.71
p = 0.14 (n.s.)

Evaluation
mean = 5.35
S.D. = 1.14

𝛽1 = 0.65
p = 0.08 .
𝜂2 = 0.09

𝛽1 = -0.19
p = 0.49 (n.s.)

𝛽1 = 0.17
p = 0.67 (n.s.)

Inference
mean = 5.17
S.D. = 1.21

𝛽1 = 0.60
p = 0.14 (n.s.)

𝛽1 = -0.29
p = 0.21 (n.s.)

𝛽1 = 0.17
p = 0.61 (n.s.)

Explanation
mean = 5.33
S.D. = 1.28

𝛽1 = 0.80
p = 0.06 .
𝜂2 = 0.14

𝛽1 = -0.14
p = 0.62 (n.s.)

𝛽1 = -0.06
p = 0.88 (n.s.)

Self-regulation
mean = 5.40
S.D. = 1.37

𝛽1 = 0.37
p = 0.42 (n.s.)

𝛽1 = -0.33
p = 0.09 .
𝜂2 = 0.09

𝛽1 = 0.63
p = 0.03 *
𝜂2 = 0.15

Table 2: Table showing the 𝛽1, p-value, and for significant p-value, 𝜂2 effect size for the linear mixed-effect models run on all
measures of critical thinking.

Figure 8: Table of participant’s stances on the topic (both topics) before and after watching the video

F.4 Engagement and motivation
The results of all statistical tests for engagement and motivation are
shown in Table 4. The results for each measure here are interpreted

the same way as self-reported critical thinking, as it is the output
of linear mixed-effect models.
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Figure 9: Table of participant’s stances on the "Online gatherings are better than in-person" topic, before and after watching
the video

Figure 10: Table of participant’s stances on the "Customers should tip" topic, before and after watching the video

Figure 11: Table of participant’s stances on the topic before and after chatting with chatbots with eristic rhetorical style
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Figure 12: Table of participant’s stances on the topic before and after chatting with chatbots with persuasive rhetorical style

Figure 13: Table of participant’s stances on the topic before and after chatting with chatbots with outgroup identity

Figure 14: Table of participant’s stances on the topic before and after chatting with chatbots with ingroup identity
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Rhetorical style
(main effect)

Social identity
(main effect)

Rhetorical style x social identity
(interaction effect)

Total
mean = 4.90
S.D. = 1.38

𝛽1 = 1.07
p = 0.01 *
𝜂2 = 0.21

𝛽1 = 0.25
p = 0.32 (n.s.)

𝛽1 = 0.20
p = 0.57 (n.s.)

Likeability
mean = 4.47
S.D. = 1.74

𝛽1 = 2.11
p = 7.86e-05 ***
𝜂2 = 0.35

𝛽1 = 0.22
p = 0.52

𝛽1 = -0.55
p = 0.27 (n.s.)

Anthropomorphism
mean = 5.01
S.D. = 1.67

𝛽1 = 0.29
p = 0.61 (n.s.)

𝛽1 = 0.25
p = 0.43 (n.s.)

𝛽1 = 0.36
p = 0.43 (n.s.)

Perceived intelligence
mean = 4.68
S.D. = 1.56

𝛽1 = 0.85
p = 0.09 .
𝜂2 = 0.16

𝛽1 = -0.04
p = 0.89 (n.s.)

𝛽1 = 0.56
p = 0.21 (n.s.)

Perceived safety
mean = 5.67
S.D. = 1.67

𝛽1 = 1.21
p = 0.02 *
𝜂2 = 0.18

𝛽1 = 0.36
p = 0.28 (n.s.)

𝛽1 = 0.13
p = 0.77 (n.s.)

Helpfulness
mean = 4.65
S.D. = 1.93

𝛽1 = 0.89
p = 0.16 (n.s.)

𝛽1 = 0.46
p = 0.22 (n.s.)

𝛽1 = 0.51
p = 0.35 (n.s.)

Table 3: Table showing the 𝛽1, p-value, and for significant p-value, 𝜂2 effect size for the linear mixed-effect models run on all
measures of perception of the chatbot.

Rhetorical style
(main effect)

Social identity
(main effect)

Rhetorical style x social identity
(interaction effect)

Behavioral engagement
mean = 6.14
S.D. = 0.73

𝛽1 = 0.16
p = 0.53 (n.s.)

𝛽1 = -0.01
p = 0.95 (n.s.)

𝛽1 = -0.24
p = 0.17 (n.s.)

Emotional engagement
mean = 5.58
S.D. = 1.43

𝛽1 = 0.91
p = 0.06 .
𝜂2 = 0.10

𝛽1 = 0.14
p = 0.51 (n.s.)

𝛽1 = -0.15
p = 0.62 (n.s.)

Cognitive engagement
mean = 5.12
S.D. = 1.13

𝛽1 = 0.93
p = 0.01 .
𝜂2 = 0.19

𝛽1 = 0.03
p = 0.92 (n.s.)

𝛽1 = -0.10
p = 0.78 (n.s.)

Intrinsic motivation
mean = 5.60
S.D. = 1.38

𝛽1 = 0.77
p = 0.097 .
𝜂2 = 0.09

𝛽1 = 0.23
p = 0.37 (n.s.)

𝛽1 = -0.04
p = 0.91 (n.s.)

Amotivation
mean = 2.46
S.D. = 1.56

𝛽1 = -0.94
p = 0.06 .
𝜂2 = 0.14

𝛽1 = -0.18
p = 0.37 (n.s.)

𝛽1 = -0.28
p = 0.33 (n.s.)

Table 4: Table showing the 𝛽1, p-value, and for significant p-value, 𝜂2 effect size for the linear mixed-effect models run on all
measures of engagement and motivation.
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