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#### Abstract

In human-computer interaction $(\mathrm{HCI})$ studies, bias in the gender representation of participants can jeopardize the generalizability of findings, perpetuate bias in data driven practices, and make new technologies dangerous for underrepresented groups. Key to progress towards inclusive and equitable gender practices is diagnosing the current status of bias and identifying where it comes from. In this mixed-methods study, we interviewed 13 HCI researchers to identify the potential bias factors, defined a systematic data collection procedure for meta-analysis of participant gender data, and created a participant gender dataset from 1,147 CHI papers. Our analysis provided empirical evidence for the underrepresentation of women, the invisibility of non-binary participants, deteriorating representation of women in MTurk studies, and characteristics of research topics prone to bias. Based on these findings, we make concrete suggestions for promoting inclusive community culture and equitable research practices in HCI .


## CCS CONCEPTS

- Social and professional topics $\rightarrow$ Gender; • Human-centered computing $\rightarrow$ Empirical studies in HCI ; User studies.
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## 1 INTRODUCTION

Bias in the gender distribution of research participants has long been of concern within the human-computer interaction (HCI) community [32] because it can jeopardize the generalizability of research findings, perpetuate bias in data driven practices [38, 87], and make new technologies dangerous for underrepresented demographics [58, 109]. While gender bias has many dimensions [ $8,33,110]$, we focus on one aspect, gender bias in research participation, and define it as the incorrect assumption that knowledge produced is applicable to all genders when the data only justifies generalization to one gender group. We aim to investigate this gender bias within HCI research.

Previous data-driven surveys of HCI research participants showed that participant demographics are biased in favour of men [9, 29], but as these studies were focused on evaluation and sample sizes there remains a gap in our knowledge about where bias in research participant gender comes from. We supplement previous close reading approaches to investigating gender and related areas in HCI research [28, 69, 99] by sampling papers across all the 40 years of CHI [45] to provide a dataset that allows quantitative analysis of how gender is treated across different variables. This data-driven approach adds to the close reading approaches because distant empirical data can provide generalizable insights into the current state of research practice, including sources of bias, which can in turn suggest solutions for gender bias that go straight to the source. Our analysis focuses on women and non-binary individuals who have historically been problematically underrepresented [2, 9, 29, 58, 109], though it is important to remember that gender underrepresentation affects dominant groups (typically men) as well [27].

Our goal is to identify potential variables associated with gender bias, and investigate how those variables are related to bias. The term 'variables' describes the data we analyze better than 'factors' because measurable values that correlate with gender bias do not necessarily have a straightforward causal relationship with it. Some
variables can both cause and be a result of bias. For example, a "male default can be both a cause and a consequence of the gender data gap bias" [87, p. 17]. This can be seen in people reading "gender neutral" words as referencing men [22], which could be both an effect of women's exclusion from research $[37,61]$ and a cause for women to self-exclude [112, 113, 118]. There are only a few pointers to what variables might be possible, so our first aim is to determine what the potential variables might be.

The core methodological challenge in our data-driven approach towards analysing variables in relation to participant gender bias is how to systematically and robustly collect data from the large volume of published manuscripts. Gender terms used in HCI publications are flexible and nuanced, especially with the important consideration of incorporating non-binary gender [58, 104], and there is no available data schema for participant gender representation to structure this data. Gender reporting varies widely in published research which leads to many mistakes and a lot of time needed for extraction. When papers contain multiple studies, for example, gender reporting may differ in both terminology and format (total numbers or participant tables) across a single paper. Barkhuus and Rode [9] extracted data from 358 papers published in 1983 to 2006, and Caine [29] from 465 papers published in 2014 through manual analysis. The rate of gender reporting is somewhere between $50 \%$ [9] and $70 \%$ [29], so if we want gender data out of an average of even 10 papers per year over the 40 years of CHI, we will need to extract data from close to double the number of papers that previous studies did, and will therefore require systematic methods and tool supports to allow gender data to be collected efficiently.

In this paper, we posit and address the following research questions.

- RQ1: How are women and non-binary individuals (under)represented as participants in HCI research?
- RQ2: What are the variables that are associated with the gender demographics of HCI research participants?
- RQ3: How can we systematically collect gender data from published research for a data driven analysis?
We take a mixed methods approach that first qualitatively identifies variables that are potentially connected to gender bias and then triangulates the qualitative results with quantitative data extracted from published research ( $\mathrm{N}=1,147$ ). In the qualitative phase we identified potential variables by interviewing 13 HCI researchers about the way they treated gender in their studies, building an understanding of issues and patterns underlying gender bias. The patterns informed the design of the data schema and tools to structure and extract a robust dataset of participant gender and connected variables, thereby tackling RQ3. We conclude with a statistical analysis of the dataset to answer RQ1 and RQ2 by exploring and examining patterns of gender bias.

Our study provides three main contributions.

- Empirical Contribution: We identified three key variables that can impact and/or indicate gender bias in HCI research participants: recruitment, gender reporting, and research area. We report the trends of these variables and the current state of gender bias in HCI research.
- Methods Contribution: To extract gender data and connected variables, we iteratively developed a set of guidelines to
support accurate and efficient data extraction, and structured a data schema for participant gender data coding, applicable to human subject based scientific studies generally ${ }^{1}$.
- Dataset Contribution: We provide the resulting gender dataset of study participants in the CHI proceedings, extracted from 1,147 papers published between 1981 and 2020, which includes gender reporting and reporting language, participant counts, and data on where participants were recruited from.


## 2 RELATED WORK

### 2.1 Gender in HCI

Gender has long been a concern for HCI researchers for a variety of reasons, including the potential benefits that can be gained from inclusive research [32, 43, 66, 98], as well as supporting social justice [24, 68], and ensuring that the resulting HCI body of knowledge is equally usable by all persons. Plenty of studies have detected relationships between gender and differences in behaviour and in technology use [8, 10, 11, 83]. Different kinds of gender bias crop up in different areas of HCI, including hiring [81, 114], retention [33, 110], publishing [17, 119], and willingness and ability to engage in computing fields [49, 80, 113, 116]. Stereotypes of technology users being predominantly men pervade the field [22], and it is possible for HCI researchers to intervene in these patterns with intentionally designed technology [8,50]. Lack of attention to gender can cause harm through gender reductionism, especially to people with gender non-normative identities [65, 70], and through unintentional exclusion [87, 115], which can lead to role stereotyping $[19,101]$ and new technologies being difficult to use for underrepresented groups [2, 26, 79, 82, 96].

### 2.2 Gender bias in research participants

In order to firmly ground our analysis of gender bias, we explored alternatives definitions and converged on a definition of gender bias applicable to HCI research participant demographics. We follow the Canadian Institutes of Health Research definition of gender as "the socially constructed roles, behaviours, expressions and identities of girls, women, boys, men, and gender diverse people", acknowledging both that " g$]$ ender identity is not confined to a binary (girl/woman, boy/man) nor is it static", and that gender is different from sex [53]. Gender Bias has been defined as "any set of attitudes and/or behaviors which favors one sex over the other" [16, p. 83], which we generalize to attitudes and behaviours which favor one gender group over others. The medical definition that gender bias is "a systematically erroneous gender dependent approach related to social construct, which incorrectly regards women and men as similar/different" [95, p. ii46] is foundational to our definition, in that gender bias in HCI research is also systematic (occurring across multiple studies, researches, and institutions), and erroneous (the data produced is incorrect).

Sampling and gender bias is generally of concern to researchers as it impacts the soundness of research methodology [7, 9, 55, 60]. The need to consider gender bias in subject sampling is acknowledged in other fields [36, 61, 89], especially medicine [12, 95], where

[^1]it has been linked to poor health outcomes and lower quality of life [21, 93]. Biased gender data can easily affect many kinds of HCI research because of gender differences in, for example, posture [120], finger size [77, 100], cognitive performance [56], learning [63], body image [42], and social behaviors [4, 41, 85] including technology acceptance [112, 123]. "More men than women participated in user studies" [29], but technologies are considered to be equally usable by all genders, which has led to problems [2, 109]. In addition to the problems that arise, researchers may miss opportunities, as gender analysis can lead to more accurate/statistically significant findings [109] and increases the audience for potential devices [108].

### 2.3 Potential variables connected to gender bias in HCI

There is little literature available on potential variables connected to gender bias, but it does provide some pointers. Behaviours connected to participant gender may lead participants to self-exclude [112, 113, 118]. Researchers can purposefully exclude a gender for reasons connected to the research [34, 37]. There is also a link between author gender and attention to gender and sex analysis [84]. Since women are underrepresented as authors for computer science (CS) research publications [33, 75], this could lead to a lack of gender and sex analysis. Gender bias could also be field specific: " t ] he under-representation of females might be related to other gender/technology issues, and seems common in studies of GPS users" [76, p. 1678].

### 2.4 Data collection

Extracting gender data from publications is difficult because it is complex and inconsistent [99], and often absent altogether. While there are good reasons for data to be absent, such as a concern for participant privacy [72, p. 4], absent data contributes to the data silences [87], and these data silences are important to identify, further complicating the task. "While participant demographic information was reported more frequently [than other contextual information], the type of information provided varied greatly" [p. 6] [99], which makes it difficult to do any kind of automated extraction. In addition, the nuance of how researchers collect gender demographics is important [65]: for example, do " 20 participants, ( 5 female)" and " 5 of our 20 participants reported themselves as female" mean the same thing? Gender reporting guidelines are available [97], but older papers did not have these guidelines, and so they cannot be relied on. To handle this problem, we propose a data schema and gender collection guidelines, which we provide for the use of future researchers in this area.

### 2.5 Bias beyond gender in research participants

Gender is only one aspect of diversity, but is a good first step to studying research participant demographics due to its high ratio of reporting [99]. There are many ways in which different dimensions of participant diversity can affect research. Such dimensions include ability [14, 20, 48, 92], gender modality [57], displacement [67], job stigma [107], homelessness [106], race and class, [121] and race and gender [25]. Previous research on "intersectionality, a framework that focuses on how various dimensions of identity (e.g., gender, race, and class) coalesce inseparably and relate to the conditions of
one's surroundings" [99, p. 1], looked into how well intersectionality was reported within CHI. $85 \%$ of publications provided gender, but only a third provided data for socioeconomic class, and less than a third provided data for race [99]. Gender and other identity categories are inseparable, but it would be difficult to study them in concert due to lack of data, so we focus on gender as a starting point, with the hope that this will build towards comprehensive analyses in future.

## 3 IDENTIFYING POTENTIAL PATTERNS OF GENDER BIAS

We qualitatively investigated gendered practices in HCI studies through the perspective of researchers to identify potential patterns in the underlying culture and practices which could be relevant to gender bias in research participant demographics and could impact the participation of historically underrepresented gender groups. Based on our findings, we identified participant recruitment, research area, and time as potential variables.

### 3.1 Methods

We conducted semi-structured interviews with HCI researchers about their research practices around participants, focusing on gender, research design, and decisions involved in recruiting and reporting. Each interview lasted about one hour. Detailed protocols are included in supplementary materials.

We interview 13 participants in total. Our inclusion criteria was that the researcher had to have recently published one or more full papers involving participants at HCI venues. We randomly sampled publications from CHI'19 [45] and UbiComp'18 [46] as they are generally regarded as top-venues in HCI and for their scale and diversity. We emailed the contact author or the last author. We emailed 82 authors and received 35 replies, of which 13 agreed to participate. We aimed to get a diverse sample of researchers across gender identities ( 6 women, 7 men, 1 non-binary), researcher role ( 5 principal investigators, 6 research assistants, 2 supervisors), research experience ( 5 less than 5 years, 8 more than 5 years), country (4 Canada, 3 Germany, 2 Japan, 2 US, 1 Sweden, 1 Australia), and department (10 CS, 1 Electrical Engineering, 1 Communications, 1 Sociology/Digital Technology).

To analyse the data, we used theoretical thematic analysis [23, p. 12]. The lead researcher conducted interviews and coded the transcripts, with two other researchers reading through six of them and discussing possible themes identified from the codes in multiple iterations. We achieved early data saturation at 13 participants since the objective was to establish an exploratory basis for the data driven investigation, rather than to theorize or conceptualize the patterns solely grounded on the qualitative data.

### 3.2 Potential patterns of gender bias

The results (R1-R4) from our qualitative interviews outline how bias can be produced by sources of recruitment, affects the strength of research claims, and impacts the feasibility of research.

R1: Research feasibility is improved when a researcher can get participants easily, but easy to access participant networks can introduce bias into the participant populations of research studies. The primary cause of gender bias in research comes from the bias in
the participant pools that researchers recruit from. P1 put it very plainly, "If that place has a gender distribution that is even, then that's what will happen, but because it's all about that place." P10 usually winds up with more women in their study, because they draw from a participant pool supplied from the media communications program, where there is a skew towards women. P5 recruited haptics design experts, and the haptics design field "is originally from the mechanical engineering field, which is [...] very dominated by male [researchers]", their participant sample only has around $20 \%$ women. P11 recruited dancers, and only had a couple of men participate. P6 mentioned how personal networks can produce this effect, "most of the students and those people are male, but we [...] try to get some diversity. So that's kind of our target, but at the same time, in reality, it's sometimes very hard to get at those people" (P6).

Access to participants directly impacts the success of the research. Having lots of participants means the research can recover if something goes wrong. Both P10 and P5 had some participants not complete the study, but P10's university recruitment pool meant they had enough participants to simply drop the incomplete data and carry on. P5, on the other hand, struggled to find participants so the incomplete data had to be incorporated and was a challenge. Five researchers (P3, P6, P7, P8, P11) all had issues getting participants for a study and were forced to make study design modifications. P6 called this a "very kind of last choice, for us," so it makes sense that researchers would gravitate towards practices that make it easy to get participants.

The ease of access to participants depends on the access to networks which can be used for recruitment. Specialized participants can be nearly impossible to get without some kind of network, P4 described the recruiting process for blind participants as "walking my feet off, like going to [an association for the blind], trying them, having them send it out, [...] calling people, like, hey do you know somebody?" P5 reached out to their professional network to get haptics designers, P6 contacted people at companies to recruit engineers, and P11 contacted their dance school for dancers. One network almost every researcher has access to is a university, but recruiting from university networks tends to result in recruiting students, like in P10s case. In some cases, researchers are even restricted to using people from their university. Both P6 and P11 created equipment that required participants to come to the lab, in P6's case, multiple times a day. This restricted the available participants to those who spent their day on campus.

The homogeneity of students make them less desirable as recruitment pools, but they are frequently used in spite of this. P1 described emailing the CS grad students as "typical", and P5 said that if "you're doing more general research, [you recruit] from your own department." If researchers "use the students in the same department, they pretty much have the same background [...] So it's too homogeneous" (P6), and researchers who "wanted diversity [...] did not want 23 grad students from down the hall" (P8). There are risks associated with homogenous demographics, as P9 put it, "if you want to make claims about all adults being able to do a particular task, [...] but you only have like, thirty-year-olds, right? Then suddenly you're age biased in a particular way that would misrepresent the performance characteristics of your widget". In
addition to weakened claims, some claims might be missed altogether. P6 did a statistical analysis on gender, but "in the end [...] we are able only to recruit two or three people, the female participants. So we cannot claim any useful things."

Bias being introduced by participant source is a key finding for gender bias in HCI. Since researchers perceive the use of students to be a potential contributor to gender bias, and it is known that gender representations of student populations in different disciplines, such as CS [74] and psychology [47], are biased, this is a suggestive avenue for investigation. Our findings also show other recruitment sources, such as haptics engineers or dancers, can also produce bias, so we will investigate a wide range of recruiting sources and methods in our quantitative phase.

R2: Rigorous recruiting strategies can be hampered by resources, notably time, and lack of time can cause diversity criteria to be dropped. Thorough recruiting often requires the one thing researchers are chronically short on: time. P11, a master's student, described a point in the research where it came down to "I need to graduate, so I need participants." Time pressure that is caused by master students needing to complete their degrees is felt by all the researchers, P12 found themselves asking "what's a method where we can get participants without spending a lot of time on it, and with master's it's like you jump on a project and already it's like very quick." More thorough recruiting strategies can take more time than is available in a standard two year master's degree. P13 mentioned "interviewing over a period of about one and a half years". The sad reality for a lot of researchers is "student[s] have to graduate [...] so, I feel like, the realpolitik of the research often times pushes us to take shortcuts" (P7). P7 felt the pain of this when they found a correlation with gender in their results, but realised fully investigating it would have required "more money, more time, more student hours" (P7), so "it's a result for that study, but it's kind of, in some sense, limited" (P7). These pressures could prevent researchers from countering existing population biases in recruiting, which doubles the need to ask what areas of recruitment, including methods, are at risk of producing biased demographics.

R3: Gender inclusion can be driven by previous literature in the research area. There are two reasons for prior literature to influence researcher's inclusion of gender. First, sound academic practice requires researchers to respond to previous literature; and second, researchers are happy to borrow methods from previous studies. P8 described having gender related literature pointed out to them as "lucky", because "it's the kind of thing that I could have missed, and then run the study, $[. .$.$] and then like, oh crap, I should have$ done that, and then didn't". P10 ported an application from another study to VR, and then replicated the analysis from the previous study. The previous study "found out, okay, female participants had better decision making than male participants, when we carry it over to virtual reality, we do the same thing" (P10). The practice of citing related work can cause common recruitment methods and reporting practices to be passed around specific areas of research. This in addition to other factors, like restrictions on recruitment methods imposed by method apparatus (e.g. requiring participants to come to a lab, R1), or how much the research relates to bodily experience of users (e.g., haptics, wearables, virtual reality) can impact the way gender is treated in that field, making research area another promising variable in our investigation.

R4: There is a fairly universal consciousness among HCI researchers that gender norms are changing, but researchers do not have standard ways to handle gender beyond binary categories. Nearly all the researchers we interviewed mentioned some notion of non-binary gender (P1, P3, P4, P6, P7, P8, P9, P10, P11, P13), or described gender as a personal choice ( $\mathrm{P} 2, \mathrm{P} 5, \mathrm{P} 12$ ), however, none of the researchers had a means of handling non-binary gender in research. Gender being fluid, a range, or a unique property of an individual was perceived to be incompatible with categorical gender. P8 said "a more fluid understanding of gender does make me question our binary categorization in papers", but common ways of handling gender rely on binary categories, for example, "[gender] balancing just means having as equal a number as possible, and here we're using binary gender" (P8).

Theoretically, the idea of gender balancing can be extended to include an equal statistical proportion of non-binary genders, but " $[w]$ hat is the right number of categories? Is it just male, female, non-binary? Is it some other set of things?" (P9). HCI researchers have started reporting " $x$ female, $y$ male, $z$, you know, preferred not to disclose, or non-binary, or whatever it is" (P8), but beyond binary gender researchers "don't really have a standard way to handle those things" (P6). Researchers draw back from incorporating nonbinary gender because "if you want to get into all the variations [in your gender survey options], it becomes very long" (P5).

Recently, new guidelines have been provided both from the HCI community [97], and from the style guides [5, 86]. Caine [29] observed that gender representation appears to be changing over time, and developments like these might be responsible. We have compiled a list of the guidelines, which can be found in the supplementary materials, though it is too early to expect much adoption in the HCI community. We found no correlation between these guidelines and gender representation, however, since researchers change their treatment of gender based on previous work (R3), we can expect changes to trickle through the field as researchers change their practices. It will be worthwhile to know how gender representation and gender practices have changed over time, so we will investigate this in our quantitative phase.

## 4 ESTABLISHING A GENDER DATASET FOR ANALYSING PATTERNS OF BIAS

Investigating the potential patterns of bias we identified in section 3.2 calls for creating a dataset of HCI research participant gender representation. This section presents our approach to gender data collection and analysis that answers the methodological question: "How can we systematically collect gender data from published research for a data driven analysis?" (RQ3) Through two rounds of manual, iterative data extraction and preliminary analysis we established guidelines for gender data collection in tandem with a data schema for structuring the dataset.

### 4.1 Data collection guidelines

The gender data collection guidelines governed the procedure for recording instances of gender reporting in HCI research. This was necessary to handle ambiguous cases that stemmed from complex concepts and nuanced languages regarding gender. The guidelines
also shaped the structure of the resultant dataset as presented in section 4.2. We outline the final guidelines (G1-4) here.

G1: Only count data entities which are explicitly reported in the paper. Some studies often have their gendered practices partially reported or entirely unreported. For these papers, making assumptions can lead to the interpreter/annotator introducing their own biases into the data, which can replicate problems we are trying to diagnose, such as misgendering [58] and stereotyping [22]. In order to generate claims that are strongly justifiable, we ground them only on data entities which are explicitly written in the paper, and minimize speculations about what the author did beyond what's reported.

G2: Keep the data representation flexible enough to encompass unexpected and nuanced data, especially gender terms. As an interdisciplinary field, HCI includes a wide range of research methods and reporting styles that the data collection needs to encompass. Gender language is also extensive and evolving, so we capture expressions used by the authors as is, and classify those expressions post hoc to analyse the data. Recruitment reporting also has very little consistency, so it is difficult to know how much of it to collect (e.g. "students", or "students from our department with 20-20 vision"), so we collect all text which talks about characteristics of participants and classify this data post hoc.

G3: Do not assume gender is binary. Using binary gender excludes non-binary persons and over-simplifies the complexity of gender, so avoiding binary gender is considered best practice in HCI [97]. However, binary gender is baked into the common text reduction strategy of reporting only one gender, e.g. " 20 participants ( 10 women)". This is meant to report that 10 women and 10 men participated, but to conclude this we must join the authors in assuming gender is binary. We resolve this issue by recording only what was reported, however, when the authors make an apparent binary assumption we also collect that as data.

G4: Carefully read sections of the paper that are likely to contain data. While we aim to collect a complete data sample, some compromises are necessary to make collecting sufficient high quality data feasible. We therefore assume bits of participant information will be in proximity to each other. This simplifies searching for the data by reducing the amount of text that must be carefully read.

### 4.2 Data schema for research participant gender

With these guidelines, we developed a data schema to record reported participant gender data. We opted for using gender categories (Fig. 1, 1.2-1.4), and captured the words used to describe the genders (Fig. 1, 1.2.1), which allows us to interrogate our own choice of classification and the nuances of how that data was reported. This schema encodes only data which is reported (G1), but also non-reporting; if a data category is not recorded, this means that this information was not reported. To keep our data representations flexible (G2), the data entities in our schema are mostly semi-structured text entries (Fig. 1, 1.2.1, 1.7). We aimed to strictly avoid assuming binary gender (G3), but had to balance that against gender assumptions used by researchers. A reasonable trade-off

| Schema Classification | Definition and Examples |
| :---: | :---: |
| Paper <br> L1 Participant set <br> 1.1 Participant total count .... <br> 1.2 Participants Reported as " " - 1.2.1 Text Indicator "Ơ". <br> 1.2.2 Number Classified As " <br> 1.3 Participants Reported as $O^{7}$. L... <br> 1.4 Participants Reported as 9 . L... <br> -1.6 Binary Assumption $\qquad$ $\square$ <br> 1.7 Participant Source $\qquad$ | Main container for each paper. <br> Container for each set of participants in the paper. <br> Total count of participants in the set. E.g. 21 <br> Container for reporting non-binary, gender-fluid, etc. <br> Text for the gender category. E.g. "non-binary", "gender-fluid" <br> Number of participants associated with this classification. E.g. 3 <br> Container for reporting men, male, boys, etc. <br> Container for reporting women, female, girls, etc. <br> Container for data indicating gender was reported with a binary assumption. E.g. " 20 participants ( 10 women)." <br> Indicator for where participants came from. E.g. "CS students" |

Figure 1: Sample of the data schema developed for participant gender data in research publications.
was to add a data field to specify whether the author reported gender with a binary assumption (Fig. 1, 1.6). The full data dictionary is included in the supplementary materials.

### 4.3 Dataset

We choose to gather data from ACM SIGCHI [45]. We selected papers via a random sample so that our data would generalize to the rest of CHI. Our goal was to collect data from at least 1000 papers.

We collected data from 1,147 papers ( 147 annotated by the lead author for initial data exploration and 1,000 annotated half-andhalf by the first two authors) published in all the different years of CHI (1981 to 2020). Our sample had more papers from the later years, reflecting the trend of increased publishing in CHI. To ensure the trends that we observed did indeed apply to the earlier years (1981 2000), we extracted data from an additional 144 papers to bring the total number for each year to 16 . This additional data showed no change in the found patterns reported in section 5, so we excluded it from analysis. For each paper, we extracted the data fields outlined in the schema (Fig. 1). See supplementary materials for the complete dataset.

To analyse types of gender reporting, we classified papers by what portion of the participants had gender reported (gender language coverage, Appendix Table 1). We had two categories of full gender coverage, one for papers in which all participants had gender reported, and one where the author reported participant number and only men or only women, leaving the rest to be assumed to be the other. For papers with multiple studies, we summed up participant totals and gender reporting to assign a single value for each paper (pilots were dropped following previous studies [29, p. 984]). We also classified papers by the gender words used in the paper (Gender language categorization, Appendix Table 2). We
collected recruitment data verbosely, and used affinity diagrams [88] to find trends in reported recruiting practices. From this we created a classification code book, and categorized the papers into the recruitment classifications (Appendix Table 3, full code book in supplementary materials).

In order to compare the representation between men and women across widely varying study sizes, we developed a metric, Distance from Even Representation of Men and Women (DER):

$$
D E R=\frac{\text { women }- \text { men }}{\text { women }+ \text { men }}
$$

This metric was calculated for papers which have full, assumed full, or partial gender data coverage ( $584 / 1,147$ papers, Appendix Table 1). This metric is bounded between -1 and 1 , and is directional, 0 being even representation, positive meaning more women participated, and negative meaning more men. In this formula we count the number of men and women actually reported, and those reported under a binary assumption. For example, if an author reports " 22 participants ( 10 women)", women would be 10 , and men would be 12 , since this style of reporting was used under the assumption that the remaining 12 participants were men. This is to accept that the paper under investigation had binary assumption rather than to accept the binary assumption per se. We opted to use this data in an analysis of the disparity of representation between women and men, but acknowledge that this is only one of many kinds of gender underrepresentation, and we believe that investigating this issue does not mean that we are giving in to binary assumptions made by the authors of the publications ourselves. It should also be noted that DER is confined to comparing the representation of men and women and cannot be used to analyse more complex gender representation.

The manual collection of data from PDFs was slow, taking 10 min per paper for our annotators, because finding data in PDFs has high
cognitive load. Also, the process was error prone as entering data into a form or spreadsheet often lead to mistakes. For faster and robust data collection, we developed and used the Machine Assisted Gender Data Annotation (MAGDA) tool, which is an instantiation of our guidelines and data schema. As an annotation system MAGDA forces all data to come from text explicitly reported in the paper (G1). For data entries with unexpected data types and categories (e.g., "Gendered relationships") MAGDA offers free-form data entry that links back to the body text (e.g., "one housewife" [71], G2). To direct the annotator's attention to where gender data is likely to be found, we developed a machine learning system to highlight likely portions of the paper, and instructed annotators to focus on those sections (G4). Annotators found extraction time was reduced to 2.5 mins per paper with MAGDA. Claiming MAGDA as a systems contribution is beyond the scope of this paper, but using MAGDA helped us embrace the two core contributions during our data collection, the data schema and guidelines, and enabled the dataset contribution. For further information about the data collection tool, see the supplementary materials.

### 4.4 Analysing patterns of gender bias based on the dataset

We analyzed the data by examining the potential patterns found in the qualitative study using statistical testing and plotting. A Shapiro-Wilk test on DER showed that the data is not normal ( $W=0.99, p<.001$ ), so we use non-parametric tests such as the Mann-Whiteney U, Wilcoxon Signed-rank, and Kruskal-Wallis for statistical significance of trends. To investigate the relation between research area and gender bias, we examined how research topics were related to both gender statistics and recruitment sources. To classify the papers by research area, we applied probabilistic topic modeling [18] to the majority of CHI papers from 1981 to 2020 ( N $=7,456)$ to assign a selection of 25 topics to each paper generated using the MALLET library [54]. We choose topic modeling as it captures the broad content of the publication, taking in a paper's full text, and has been previously used in meta-analysis [117]. Table 4 provides a list of the topics and the number of our 1,147 papers classified as each topic. Details of our analysis can be found in the supplementary materials. $10 \%$ of the data was annotated by both of the coders for calculating interrater reliability. The Cohen's Kappa statistic was over .6 for all data categories.

## 5 FINDINGS

The overarching pattern of data indicated that gender bias of human subjects is a persistent and extensive problem in HCI studies. Specific analysis revealed reasons for both optimism and concern.

### 5.1 Women are underrepresented and non-binary people are invisible

A chronological analysis of gender reporting data reveals a trend of stagnant representation of women, despite of increase in gender reporting. Also, there are few non-binary people reported as participants in HCI research.

Non-binary individuals are invisible in aggregated small size studies and are still being "othered". As can be seen in Fig. 2 (c), the reported number of non-binary participants is practically invisible.

Only 12 of 548 studies that report gender mention non-binary, and those studies tend to be large studies (median participant count of 161). The proportion of studies reporting non-binary participants is increasing (Fig. 3), but there is no apparent trend in the language use; even in 2020 papers are still 'othering'. Six of the 12 non-binary papers exclusively use 'other', two from 2020, which deviates from best practices [97, G-5]. Of the other six studies, two reported transgender participants, but did so in such a way as to indicate that the trans people were a separate category from men and women. For many trans people this is completely inaccurate, but as we strictly adhere to what the authors report, we include them in our non-binary statistics. In another study, the author reported all their participants as trans men, while indicating that gender identity of some of the participants varied. While this indicates that some of the participants might have been non-binary, we do not know how many and do not include them in our non-binary statistics. Of studies that report gender (584 of 1,147), the percentage of participants reported as non-binary compared with the total number of participants is $0.9 \%$ ( 1858 of 210,575 ). This is largely due to a single 2017 study of 81,131 participants [62] (representing $39 \%$ of all participants in studies we analysed) where $2.2 \%$ of participants were reported as non-binary. If we analyse the central $95 \%$ of the studies (studies with 6-900 participants), we find that the percent of non-binary participants is $0.07 \%$ ( 22 of 32,838 ). The observed $0.07 \%$ reporting of non-binary participants will be useful for future comparison, as current demographic data does not reliably differentiate between binary and non-binary transgender populations, so there are no reliable population demographics for non-binary participants [30, 44, 64, 78].

The underrepresentation of women is persistent. We compared the number of participants reported variously as women, female, etc, with the number reported as men, male, etc. The median number of women participating in studies was 10 , and men was 13 . A Wilcoxon signed-rank test shows that there is a significant effect of these two groups ( $W=43032, Z=-7.60, p<.001, r=0.22$ ), so there is still a bias in favour of men, as found in the previous studies [9, 29]. Unlike previous studies [29, p. 989], our investigation of the trend of the representation of women compared with men over time shows that while the Distance from Even Representation of Men and Women (DER) fluctuates around the average of -.15, the proportion of women participating in research does not appear to be increasing (Fig. 4). We applied linear regression to the data, and did not find a significant correlation between year and the DER of studies ( $\beta=0.002, t(582)=0.41, p=0.41$ ), indicating that there is no trend of the participation of women increasing.

Studies recruit all women intentionally and all men by coincidence. Looking at the extremes of DER, we find a difference in the gender treatment of men and women which is linked to gender language. Twenty studies recruited all men, and seven studies recruited all women. Three of the all men studies and five of the all women studies used 'men/women' language. 15 of the remaining all men studies used 'male(s)' language, whereas none of the all women studies used 'female'. Looking at the studies that use "men/women" language from both extremes, we find gender is situated in context. Four of the five all women studies look at how specific groups of women interacted with technology. Two of the three all men studies were also highly contextual; one looked at domestic violence


Figure 2: Gender reporting by year. (a) Number of papers published over the years of CHI, the number is higher after 2000. (b) The percent of papers with participants and gender reporting. Gender reporting is increasing. To smooth jagged trend, 1980-1990 grouped in first bar. (c) The total count of participants for the different year groups presented in proportion to each other. Non-binary participants are hardly visible.


Figure 3: Percent of studies that fall into particular gender language categorization over the years of CHI. The use of "balance" language drops off as "non-binary" language appears, though the majority of reporting is still male(s)/female(s). A full breakdown of each categorization can been found in Table 2.
[13], the at other trans experiences of medical crowdfunding [51]. Looking at the all men studies that use "male/female" language, we find that the majority ( 13 of 15 ) had all men by coincidence, only two reported recruiting all men on purpose.

For studies that report only one gender, but have both men and women, reporting men is correlated with bias in favour of men. When reporting only one gender and leaving the other portion of the participants to be assumed (e.g. "We recruited 16 participants (8 female.)"), 5 studies report women for every one that reports men (150 to 30). The studies that report men have a lower DER; in other words have a bias in favour of men. A Mann-Whitney U test shows the difference between the DER of studies that report
only the number of men (median -.33) and the DER of studies that report both men and women (median -.13) to be significant ( $U=3801, p=0.016, r=0.11$ ). The DER of studies that report women does not significantly differ from the DER of studies that report both men and women (medians -0.14 and -0.13 respectively, Mann-Whitney U test does not show significance, $p=0.24$ ).

Gender reporting is becoming prevalent. To examine how gender reporting practices have evolved over time, we plot the percent of papers that have participants, report gender, and report numbers for those participants (Fig. 2 (b)). The proportion of studies reporting gender data has been steadily increasing. In 2020 , fully $80 \%$ of papers reported some gender information. When we examine the gender


Figure 4: (a) The histogram of paper's Distance from Even Representation of Men and Women (DER), 584 papers have sufficient data to calculate DER. DER mean is -.153, meaning more men participate on average. (b) The chronological trend of DER. More men participate, and this trend is not changing.
language used in published papers (Fig. 3), reporting of participants with non-binary gender identities began to appear in the early 2010s. Reporting of 'gender was balanced' disappeared around the same time. This transition might be indicative of the cultural shift in the field's gender reporting practices where the notion of binary gender classification is being challenged (R4) [105].

### 5.2 The gender bias in the participant source skews DER

Studies that recruit CS students are biased in favour of men and those that recruit psychology students in favour of women. Figure 5 shows a clear trend in the mean DER in both cases. Studies that include at least some CS students (median DER $-.41, N=30$ ) are more biased in favour of men than studies that do not report including CS students ( $-.11, N=554$ ). A Mann-Whitney $U$ test showed this to be significant $(U=4950.5, p<.001, r=.15)$. Studies that include at least some psychology students (median DER .33, $N=7$ ) are more biased in favour of women than studies that do not report including psychology students ( $-.13, N=577$ ). A Mann-Whitney U test showed this to be significant $(U=3278, P=.002, r=.12)$.

Amazon's Mechanical Turk (MTurk) is becoming increasingly biased towards men. MTurk is a crowdsourcing system commonly used to recruit research participants [31]. We applied linear regression to the data, and found year significantly predicted the DER of studies that used MTurk ( $\beta=-0.03, t(32)=-3.01, p<.001$ ). The overall model of year predicted the DER of studies that use MTurk sufficiently (adjustedR2 $=.20, F(1,32)=9.03, p=.0051$ ). Study DER decreases as year increases (Fig. 5 (c)). We discuss the implications of the deterioration in section 6.4.

There are sources that appear to bias studies in favour of women. Studies that include both children and adults show more women participating than studies that do not include children (median DER $-.05, N=21$, and $-.14, N=541$, respectively); a Mann-Whitney U test showed this to be significant ( $U=7669.5, p=.010, r=.10$ ). Studies where at least some of the participants were reported as
having an illness or being in hospital showed more women participating than those that did not (median DER .235, $N=14$, and $-.13, N=570$, respectively); a Mann-Whitney U test showed this to be significant ( $U=6134.5, p<.001, r=.14$ ). Finally, studies that report using research pools, which are sets of people assembled through a mailing list or system specifically for the purpose of recruiting research participants, also show more women participants than those that did not (median DERs of $.288, N=11$, and -.136 , $N=573$, respectively); a Mann-Whitney U test showed this also to be significant $(U=5018.5, p<.001, r=.14)$. It is possible that many participant pools are hosted by psychology departments, but only 3 of 15 studies indicated the recruit pool was psychology, and only one of those provided gender data.

### 5.3 Gender bias patterns differ between studies in different topics

Some research topics are more biased towards men than others. In investigating the relation between topic and the gender demographics of men and women, a Kruskal-Wallis test to showed that there is a significant effect of topic on study $\operatorname{DER}\left(\chi^{2}=118.56, p<.001\right)$. Examining closer, we found that the studies in topics involved with physical interaction tended to have lower DER (the right side of Fig. 6 (a)), and topics that involve interactions situated in social or communicative contexts tended to have higher DER (the left side of Fig. 6 (a), Appendix Table 4). For example, topics found on the lower end of the scale include Virtual Environments (mean DER -.23), Touch Input (-.26), and Eye Tracking (-.29). Topics on the other end of the scale include Family and Home (mean DER .04), Community Infrastructure (-.01), and Social Media (-.04). Other topics on the higher end of the mean DER scale tended to recruit from sources that result in more women, discussed in the previous section. For example $11 \%$ of Medical Agents (mean DER .06) and $10 \%$ of Health Metrics studies recruit participants who are ill or patients.

A topic's representation of men and women is correlated with the rate at which that topic reports participant recruitment. The percent


Figure 5: Participant recruitment. "All" means all participants belong to that classification, "Some" means only some of the participants belong to that classification. (a) Mean Distance from Even Representation of Men and Women (DER) for studies that use computer science (CS) students. The more CS students, the more men participate. (b) Mean DER for studies that use and psychology stduents. The more psychology students, the more women. (c) DER in studies that use Amazon's Mechanical Turk (MTurk), each point is a study. There is a statistical decrease in the number of women participating from MTurk over the last 10 years of CHI.


Figure 6: Comparison of topic to the Distance from Even Representation of Men and Women (DER). (a) The mean DER of papers classified in each topic, $\mathbf{N}=$ the number of papers classified. Showing the five topics with the highest mean DER, and the five with the lowest mean DER. Topics with high DER appear to be related to interaction in social and communicative contexts, topics with low DER to physical interaction. (b) The mean DER of paper classified as the given topic plotted against the percentage of those papers which have at least one recruitment classification. The higher the percent of studies in a topic that report participant recruitment information, the more women or fewer men participate in studies from that topic.
of papers in a topic that reported participant recruitment information correlates with the proportion of women who participated in studies from that topic (Fig. 6 (a)). We applied linear regression to the data, and found the percent of papers that reported recruitment information significantly predicted the mean DER for the topic $(\beta=0.62, t(2352)=48.52, p<.001)$. The overall model predicted the mean DER fairly well (adjusted $R^{2}=.50, F(1,2355)=2355, p<$ .001).

## 6 DISCUSSION

### 6.1 The promises and perils of a data-driven approach to gender meta-analysis

Taken together, our results demonstrate three different ways a datadriven approach can shed a new light on the problem of inequity in gender representation. First, there are specific, high-resolution patterns that a large set of data can reveal, such as the relationship between HCI research topics and bias. Second, putting the data points on a temporal scale reveals trends over time; we have identified the problems of deteriorating representations of MTurk
participants and persistence of women's underrepresentation in the field. Third, examining group representation against the scale of HCI participant recruitment shows how most reporting renders non-binary participants invisible.

The two cornerstones of our data-driven approach are the data collection guidelines (Section 4.1) and the data schema (Section 4.2). The guidelines served as data collection principles that shape the characteristics of resultant data set. The schema implements the guidelines into a data structure that makes the data set functional for computational analysis. This gender data collection process is discipline agnostic, so our methodological approach is potentially applicable beyond HCI, to any field of science or engineering research that involves and reports groups of participants.

However, our study also found that data-driven analysis, as a distant reading approach, must be complemented by close, qualitative reading. The distant reading of the data can identify interesting patterns, but is not suitable for explaining those patterns, or for providing evidence as to causality in the patterns. For example, during our large scale analysis, we noted that studies using "men/women" language had a comparatively high number of studies with all women participants, but it was only when we individually read these papers that we discovered their trend of handling gender contextually. Similarly, while we previously suspected that recruiting CS students was in part responsible for gender bias in favour of men, it was not until we talked to the researchers themselves that we realised the need to embed flexibility in our data-schema to capture various potential recruitment sources. Despite our efforts to integrate nuanced analysis into our data-driven approach, we have found it impossible to perform this data-driven analysis with complex and non-binary gender, because our data is limited to what researchers report.

### 6.2 Beyond balancing, beyond binary

Our qualitative interviews with HCI researchers and background reading revealed two problematic aspects to gender balancing, which is a model of gender equity that has been used for many years in good faith $[6,15]$. The first problem is equating the proportional representation of the population with fairness. Gender statistics can be a good proxy for representation, but a simplistic representation like "balance" is not appropriate. For areas with known gender bias, such as software engineering, we expect and do see a majority of participants being men (the Programming Tools topic has a mean DER of -.20 ), but in this case the fact that most of the research participants are men can become a self-fulfilling prophecy. The low participation of women can allow problems which disproportionately affect women to go unnoticed [26], which has a detrimental effect on women's success in the field, leading to fewer women in the field to help test the new technology. In gender biased areas underrepresentative demographics are not only a consequence, but also a cause of gender bias and proportional representation can perpetuate the bias.

The second problem is that the language and concept of balancing inherently assumes gender binary and creates a false dichotomy. Close to a third of papers which reported gender did so in a way which necessitated a binary assumption (179/587), while only 12 definitely did not assume binary gender. Even in these 12, the
majority of them clearly considered binary gender to be the norm, as evidenced by half of them using "other" language to capture anything not binary.

Reflecting on our attempts to move away from binary gender in our own analysis reveals important future work that needs to be done in this area. Like previous work, we found " $[t]$ he large majority of the work on gender with HCI implications has been from a binary perspective." [108, p. 3]. Fully $30 \%$ of papers reported gender with an explicit binary assumption (179/584, Table 1). Even in papers which did not have an explicit binary assumption, if they report only men and women, we have no way of knowing whether or not this data was collected with a binary assumption. Because of the unknown populations statistics of non-binary people, it is difficult to come up with an inclusive model of equitable representation. How researchers collect participant demographics feeds this lack of data; unless researchers ask for gender in a way that makes people comfortable disclosing, analysis of non-binary gender in the papers themselves will come up short. To break out of this mold, we require a model of population gender representation that encompasses gender diversity [30] and we need researchers to report gender in a way that is compatible with this model. With these, we could perform an inclusive analysis to track and improve gender representation in HCI research.

### 6.3 Where bias in gender representation comes from

Research expedients can drive researchers towards taking shortcuts (R2), which can result in gender considerations being dropped (R2) and in recruiting from easy sources, such as students (R1). Our data driven analysis has shown that students do introduce bias into participant samples, but also that other recruitment sources correlate with bias, and that bias is localized to certain research topics.

The CS student shortcut is easy, and easily overlooked. Students are a source of quick participants (R1), and CS students are especially so due to the number of HCI studies coming from CS researchers. As we have shown, the use of CS students biases studies in favour of men, and while psychology studies conversely bias studies in favour of women, there is a disproportionate amount of studies that use CS students ( 49 CS to 15 psych). It is highly likely that the number of studies that use CS students is underreported. CS student use is so common that studies report when CS students are not used [1, 3]. Of the 1,147 papers, only 49 reported some CS students participants, so it is highly likely that CS student use is underreported, and therefore a partially invisible source of bias.

The invisibility of men as men is another source of bias. Our analysis of the studies at the extreme ends of DER shows two problems. The first is that "man" as a gender, like whiteness or gender conformity, is invisible [39]. Very few studies focus on men as men. This could lead to addressing factors that affect men and technology only implicitly, never explicitly. The second problem is that studies that coincidentally include only men tend not to be questioned, resulting in results being only questionably applicable to women and non-binary participants. It is worth noting that only reporting the men in a study instead of only reporting the women, despite being correlated with a higher participation of men, helps to
counter the invisibility of the "default male" [87], though it is better to report all genders and avoid assuming a gender binary. We cannot claim causality between language use and gender representation, but the correlation merits further investigation, which is left to future work.

We have highlighted several variables as potential causes for bias, and we have also shown that causes for bias change over time, but how these two factors interact is left to future work. Attitudes with respect to participants changed drastically over the three waves of HCI, with third wave HCI focusing more on participants' lived experience [40], which could be the reason for the majority of studies shifting to including participants and reporting gender after 2000 (Fig. 2(a, b)). Methods also changed between the waves of HCI, shifting from quantitative to qualitative methods [40]. While our data has shown that research topic significantly impacts gender representation, it is possible that this could be partially explained by the methods preferred in different topics, and this could potentially have shifted with the waves of HCI. Research method was beyond the scope of this analysis, so we recommend future research consider augmenting our provided dataset with research method to allow for an investigation of whether method impacts gender representation, and interacts with the other variables. Additionally, the lack of gender reporting pre-2000 makes it difficult to do a data-driven analysis, so we recommend a further interview study, focusing on researchers who published before 2000 to investigate how gender identity was considered, and participant recruitment conducted.

### 6.4 Weak spots in HCI

Based on our analysis, we raise concerns about HCI research involving emerging technologies such as crowdsourcing, machine learning, wearables, virtual reality, and haptics, as they seem prone to bias in favor of men.

Topics with low DER should examine their recruiting practices for what sort of biases are introduced through recruitment populations. The shift of MTurk to uneven gender representation is concerning because of the lack of perception of this being the case, and because we can expect to see more researchers leaning on this source of participants due to COVID-19 restrictions. Previous studies on MTurk worker demographics had a roughly even representation of men and women [59, 94], but our data shows that there is a steady decrease in the proportion of women taking part in research via MTurk, which has been observed in the previous studies [94]. Previous research has extensively looked at how bias in machine learning algorithms can be traced back to biased datasets [25, 87], and as MTurk is often used to build datasets [90, 111], this could lead to the ML applications generated from these sets being biased, which can have serious negative consequences. For example, missing non-binary and trans people in facial datasets can lead to gender recognition systems misgendering, and if such systems are used to gate gender restricted areas, like washrooms, this can have a hugely negative impact on a vulnerable population [70].

Our analysis of different research topics shows that bias is localized to specific reasearch areas, and the causes of bias in those areas may differ. Studies in topics such as Programming Tools often require specialist participants (programmers), and are more likely
to recruit from sources that have high proportions of men, such as CS students or software engineering companies. However, the same does not apply to topics such as Eye Tracking. Previous research has observed that "social acceptance of wearable devices differs between genders" [34], and in one study, "female users tended to report feeling uncomfortable with putting the device on the chest" [34]. This could explain part of why studies that involve physical interaction with devices, like wearables, tend to have lower DER values. The source for bias could be research methods that make participants, women in particular, uncomfortable. Wearable devices are not the only emerging technologies which involve interacting with the bodies of participants. Virtual reality and haptics devices can occasionally involve full body interaction [102]. As the sources for bias likely differ between different research areas, so must the solutions.

### 6.5 Call to action

Comprehensive data is necessary for being able to conduct a gender inclusive analysis of representation, and also as a publication level reality check. Our data driven analysis moves towards supplying evidence for the extent of the problem, and we propose the following actions towards solving it. We propose that CHI collect participant demographic information, not just for gender, but for recruitment source, to track who is benefiting from the research published at CHI, and who is left out. The data schema and guidelines we provide, along with the recommendations for including gender collection in HCI [97, 103], can serve as a foundation for this effort. Subcommittees that handle topics most prone to bias can raise awareness about this issues by questioning participant sources in publications, and inquiring whether the participants actually represent the population the results are meant to generalize to. Workshops targeted towards equitable recruiting, and standardizing methods for handling gender beyond binary can also go a long way to solving some of the issues we have encountered. Finally, in order to move beyond a binary model of gender equity, researchers need to collect and report gender data in a way that is compatible with nuanced models of gender, and so we recommend all researchers to check and incorporate the available guidelines [97, 103].

Researchers face competing constraints (R2) which can be obstacles to action for improving gender representation, and can push it to the side unless gender representation itself is considered to be a constraint. Reframing gender representation as a research constraint is a necessary attitude shift to achieve gender equity. The recommended practice of including gender in research design [109] can remove barriers to equitable recruiting by ensuring funds are allocated for accommodations (P9 mentioned childcare as one), and avoid invalid results due to gender differences in physiology, among other things. Several research bodies have started to include gender considerations in their application process [35,52, 124], which is a positive sign that this attitude shift is taking place. We encourage researchers to make this inclusion standard practice.

## 7 CONCLUSION AND FUTURE WORK

We have provided empirical evidence for the under representation of women and non-binary participants in HCI research (RQ1).

Further, we have shown that recruiting is a key factor in gender representation, along with research area (RQ2). We have also presented gender data extraction guidelines and a participant gender data schema, instantiated in a system that has produced a structured and reliable set of gender data within HCI (RQ3). Based on our analysis, we recommend a systematic survey of participant sources, especially for studies that involve any physical devices, as researchers should be aware that this could impact participant demographics.

For future work, the relation of topic to DER suggests that method might be a factor, which previous studies have examined [29]. Despite the several ways in which author gender could impact participant recruiting [91, 122], we did not analyse author gender because of issues with collecting it [73]. Because we only collect things reported, if paper authors conflated sex and gender, then they will also be conflated in our data. Identifying this kind of conflation would require investigating gender analysis within publications, so this, along with method and author gender, is left to future work. Finally, we would like to stress the iterative nature of this work. We expanded on previous quantitative literature [11, 31] with qualitative interviews, which informed our quantitative study. Our qualitative analysis did not have a large number of non-binary researchers, so there is opportunity here for further iteration. Factors which we identified in our quantitative analysis, such as topic and therefore possibly method as well, can affect the participation of men and women, so it is reasonable to think that they might affect non-binary people as well. Non-binary researchers would be able to provide insight into these issues, having knowledge of both research practices as well as the experiences of non-binary people, that could pin point factors that affect non-binary or transgender peoples' ability participate in research. We therefore recommend a further qualitative investigation to prioritize non-binary perspectives.
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## A DATASET TABLES

## A. 1 Gender language coverage table

Table 1 provides the full classification schema for gender reporting coverage and how many papers of those we analyzed fall into each coverage classification.

## A. 2 Gender language categorization table

Table 2 provides the complete list of gender language categorizations and the number of papers which were assigned each categorization. In addition, all the gender words which appeared in the papers we analysed are listed. For the small amount of papers (less than $10 \%$ ) which have multiple gender language reporting categories (i.e. males/females and non-binary used in the same paper) we applied the first classification from Table 2.

## A. 3 Recruitment classification table

Table 3 details all the recruitment categorizations we used, and briefly describes each categorization. A study would be labeled as "All" if it only reported participants that fell into the particular classification, and "No" if it did not report participants in that classification. "Some" means that the study reported participants in the classification, but they were not the only participants. "Yes" means that at least some of the participants belonged to that recruitment classification, but there were not enough studies to separate them into All and Some. The full code book is available in the supplementary material.

## A. 4 Topic classification table

Table 4 lists all 25 topics that were used to classify papers, and how many of the 1,147 papers fell into each topic. Papers can belong to multiple topics.

Table 1: Gender language coverage

| Categories of Gender Reporting <br> Coverage Types | Papers Clas- <br> sified | Criteria |
| :--- | :--- | :--- |
| Full coverage | 332 | Every participant has their gender reported or reported <br> as unspecified <br> In these papers, every participant has their gender re- <br> ported if we assume that all participants not reported <br> as male are female or vice versa. Includes only papers <br> which have a binary assumption or report 'balanced' <br> gender |
| Assumed full coverage | 179 | 73 |
| Partial coverage | 341 | Gender is reported but not for every participant <br> No participant gender reported, or insufficient data re- <br> ported to determine coverage (i.e. some gender is re- <br> ported but we don't know how many participants there |
| No participants coverage | 222 | were in total). <br> Paper did not include research participants |

Table 2: Gender language categorization

| Category | Papers classified | Words included |
| :--- | :--- | :--- |
| Non-binary |  |  |
| women/men | 12 | gender queer, nonbinary, non-gender-identifying indi- <br> vidual, gender-fluid, transmen, other, trans, transgender |
| females/males | 115 | women, woman, men, man |
| female/male | 367 | females, males [noun] |
| f/m | 20 | female, male [adjective] |
| gendered relationship | 13 | f, m |
|  |  | mother[s], father[s], grandmother[s], grandfathers, <br> daughter, son[s], girlfriend, boyfriend, sisters, husband, <br> wife |
| boy/girl | 17 | boy[s], girl[s] <br> Balance |
|  | 7 | balanced, equally represented |

Table 3: Participant Recruitment Classifications

| Recruitment Classifica- <br> tion | Levels | Classification Description |
| :--- | :--- | :--- |
| Computer Science Stu- <br> dents | All, Some, No | University students studying computer science |
| Psychology Students <br> Children | All, Some, No | University students studying Psychology <br> Patients and Partici- <br> pants with Illnesses <br> Blind Participants <br> Yes, No No |
| Participants under 16 or highschool students. <br> Participants that are described as patients or as having <br> an illness or disease. |  |  |
| Amazon <br> Turk | Mechanical | All, Some, No |
| Less-rigoripants described as blind or with visual impair- |  |  |
| ments. |  |  |
| Participants recruited via Amazon's Mechanical Turk |  |  |

Table 4: Topic table sorted by mean DER

| Topic Number | Topic Label | Paper Count | Mean DER | sd |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |
| 7 | Medical Agents | 39 | .06 | .39 |
| 16 | Family and Home | 70 | .04 | .44 |
| 3 | Health Metrics | 55 | .00 | .45 |
| 8 | Community Infrastructure | 39 | -.01 | .58 |
| 12 | Privacy and Security | 48 | -.03 | .30 |
| 23 | Social Media | 86 | -.04 | .40 |
| 24 | Design (Generic Topic) | 120 | -.04 | .45 |
| 19 | Mobile Computing | 160 | -.07 | .36 |
| 11 | Usability Study (Generic Topic) | 107 | -.11 | .40 |
| 0 | Analysis (Generic Topic) | 79 | -.11 | .38 |
| 14 | Wikipedia | 16 | -.12 | .30 |
| 20 | Video Games | 50 | -.16 | .38 |
| 5 | Audio-Visual Media | 61 | -.16 | .35 |
| 10 | Usability Study (Generic Topic) | 289 | -.16 | .34 |
| 18 | Teaching and Learning | 41 | -.16 | .41 |
| 13 | Information Search | 87 | -.18 | .34 |
| 4 | Collaboration | 69 | -.18 | .42 |
| 22 | Devices and Fabrication | 67 | -.19 | .41 |
| 17 | Programming Tools | 88 | -.20 | .39 |
| 15 | Haptics and Simulation | 64 | -.20 | .37 |
| 1 | Visualization | 90 | -.23 | .35 |
| 21 | Virtual Environments | 111 | -.23 | .34 |
| 2 | Data Analysis (Generic Topic) | 88 | -.24 | .37 |
| 6 | Touch Input | 98 | -.26 | .33 |
| 9 | Eye tracking | 100 | -.29 | .36 |
|  |  |  |  |  |
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[^1]:    ${ }^{1}$ The data schema and guidelines were instantiated in a tool for extracting gender data from the papers. However, design of the tool is beyond the scope of this paper and we do not claim any contribution about the tool.

